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I N T R O D U C T I O N  

There are two major properties of an information pro- 
cessing utility which are forcing intense efforts towards 
realization despite enormous technological, legal and 
social difficulties. 1'2 The first of these is the value 
gained by users from direct access to shared resources 
made available through the investment of a utility sup- 
plier. The second of these is the qualitative change in 
the value of information banks which may increase in 
value as a result of use by distributed users. The former 
property may be realized by distributed resources en- 
hanced by shared centralized resources. The latter 
property must be realized by integrated shared central- 
ized resources whose efficiency may be enhanced by 
distributed resources. Neither property may be realized 
without the design of an effective time-shared processor 
system. 

Recent literature '~' has summarized many of the char- 
acteristics of time-shared systems which have been or 
are being built for experimental or commercial applica- 
tion. Fortunately system designers are not waiting for a 
formal theory before experimenting. Unfortunately 
some of the results are so diverse in effectiveness that 
greater emphasis on analysis must be achieved. If 
predictability cannot lower the risks associated with the 
tremendous investments required to implement infor- 
mation processing utilities, progress in this field may be 
markedly decreased. 

The present paper presents a characterization of the 
time-sharing system environment, a set of measures as- 
sociated with the system, an integrated summary of 
models and a discussion of measurements. In the final 
section new proposals for systems, measures, models 
and measurements are considered. 

*This work was supported by the Advanced Research Proiects 
Agency SD-184, the Atomic Energy Commission, Division o~ 
Research IAT( I 1-1 ) Gen 101 and the Office of Naval Research, 
Information Systems Branch [Nonr 233(52)]. 
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The time-shared system environment 

A time-shared computer system may be viewed as a 
set of processors, memories and terminals all intercon- 
nected by a network of communication channels. Super- 
imposed upon this set of hardware resources is a popu- 
lation of users, a set of shared programs and a set of 
programmed scheduling algorithms which order the 
assignment of resources to user requests as they are 
serviced in the system. 

When service is effected according to an a priori 
scheduling algorithm, the communication network is 
used to gather user requests arising at unscheduled 
times and to distribute results after servicing ordered 
queues of requests. Each job is generally taken to 
completion. When service is effected according to a 
dynamic scheduling algorithm, processing time quanta, 
which may be variable, are assigned to each request. 
When more than one quantum is needed to satisfy a 
request, a system of queues is used to automatically 
establish relative queue position based on priorities, 
quantum requirements and time in-queue. The total 
processing time required for each request is a variable 
quantity called service time. Processor capability and 
storage occupancy are variable properties determined 
by the user requests and assignment and sequencing 
algorithms incorporated in the service facility. Priori- 
ties arriving with user requests can affect both the posi- 
tion in queue and the assignment of resources. 

We now consider the scheduling algorithms in a little 
more detail. A scheduling algorithm is a set of decision 
rules determining which user will next be serviced and 
how long he will be given use of processing and storage 
facilities. Thus a newly entering request is placed in a 
system of queues and, when the scheduling algorithm 
decides, is given a turn in the processing facility. This 
turn may or may not be sufficient to satisfy the request. 
If sufficient the request leaves the system. If not, it re- 
enters the system of queues, leaving a partially com- 
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pleted program and partially processed data in storage, 
and waits until the scheduling algorithm decides to give 
it a second turn, etc. 

When a request is given a turn in the processing facil- 
ity, two other generally dependent scheduling algo- 
rithms come into play. One assigns and sequences pro- 
cessors to the request. The second assigns and sequen- 
ces storage space in the storage heirarchy. 

In summary, each user sees a dedicated machine 
whose response times and charging rates are time vary- 
ing. The service scheduling algorithm sees a set of un- 
scheduled requests formed into a system of queues as a 
function of the decision rules, the priority rules, the at- 
tained service time and an a priori estimate of service 
time. The resource scheduling algorithms see a system 
of queues of processors and storage spaces to be as- 
signed to the flow of entering requests. The objective of 
the resource scheduling algorithms is to reduce service 
time. The objective of the service scheduling algorithm 
is to reduce the overall cost of service; two indicators of 
the effectiveness are the sizes of the queues and the 
amount of time any request waits in queue. Choice of 
one algorithm generally affects performance achieved 
by the other. 

Performance measures 

In the context of the environment description of the 
above Section we may now inquire "What are the quali- 
ties which may be considered suitable for definition of 
performance measures in time shared systems?" 

A. The user 
Let us define ti as the time to insert a request at 
the terminal. This time will be a function of the 
terminal facilities and the language translators 
resident in the central facility. 
Let us define tr as the response time of the system, 
i.e. the time between the receipt by the system of 
a specified service request and the satisfaction of 
that request at the terminal. 
As indicated in Figure 1 another time called 
"think time," to is required. "Think time" starts 
with the response of the system to a request and 
ends with the insertion of the next request. "Think 
time" is a function of the user and the same vari- 
ables affecting ti. 

USER'S REQUEST 
IS SATISFIED 

NSE THINK INSERTION 
TIME TIME 

t t t 
USER COMPLETES ~ USER BEGINS USER COMPLETES 

A REQUEST NEW REQUEST NEW REQUEST 
INTERARRIVAL "~l 
TIME 

Figure 1--Definition of time intervals. 

Let us define Ct as the total cost to a user. This 
cost function Ct can be defined as a sum of costs 
of terminal, communication channel, processing, 
storage and sequencing. When communication 
costs become sufficiently high it becomes advan- 
tageous for the user to establish some more pro- 
cessing power at the terminal. 
It is generally agreed that, constrained by cost, 
the average response time is the single most ob- 
jective performance measure to the user at pres- 
ent. It is the characteristic which attracts him to 
the time shared environment. The total time on 
the terminal is more subjective since it requires 
adding the characteristics of the user himself. 
However, it is a quality which must be treated 
when the user needs to know the probability of 
meeting a deadline. 

B. The service scheduling algorithm 
Measures indicating the state of the system of 
queues include the average waiting time, the aver- 
age waiting time conditioned on the number of 
seconds of service (and possibly also on priority 
group), the average length of queue and the maxi- 
mum queue length. 
Performance measures for the system resources 
include overhead time, swap time, memory utili- 
zation, processor utilization, resident library utili- 
zation and channel utilization. 

Mathematical models 

In this section a number of mathematical models are 
integrated. They are presented in summary form in 
Table 1. We have broken the models into two groups 
(infinite population and finite population sources); we 
have then distinguished between processor-sharing 
(Q ~ 0) and finite Q models where Q is the quantum 
service interval. In all cases, except as noted, solutions 
are found for T ( t )  (the average response time given 
that the required service time is t) and E (the expected 
number of users waiting for or in service). Each of the 
models is considered below. 

The usual approach taken in preparing a mathemati- 
cal model for existing or proposed time-shared service 
facilities is to treat them as queueing systems. In these 
models, a user request typically joins some queue, 
works his way up to the front of the queue, obtains 
service in the facility for some small amount of time 
(called a quantum) and then joins the same or some 
new queue to wait for more quanta if needed. The 
methods of queueing theory have been applied to a 
number of such models to obtain various of our mea- 
sures of performance. 

In order to generate and evaluate models of time- 
shared systems, we must gather data which describe 
the population of users. Such data then suggest ideafi- 
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Infinite Populat ion Sources Finite Populat ion Sources 

Q > 0 Q - - >  0 Q > 0 Q---> 0 

Priority- Reference Priority- Reference Priority- Reference Priority- Reference 
Algo- And-Cycle and Algo- And-Cycle and Algo- Algo- 
rithm Factor gp. Comments rithm Factor.gvn Comments rith, m And-Cycle and And-Cycle and Factor gp. Comments rithm Factor gv- Comments 

RR 1 ]7] RR l [11] RR 1 ]13] RR I [12] Solves 
for T 

RR gp [11] RR go [11] RR 1 [12] Solves 

FB. 1 for T 

FCFS 1 
FB o0 1 FB ~¢ 1 
FB oo 1 1 

[9] FBN~_~ 

[9] 
]9] FB 
Pri 3rity 
Determines 
initial queue 

[9] 
[9] 
]9] 
Priority 
Determines 
Loading 
Point 

FB ~ gp, [10] trans- 
form of re- 
sponse time 
obtained 

RR Function [17] RR Function [17] 
of system of system 
state state 

FB2 Function [17] FB 2 Function [17] 
of system of system 
state state 

Wide go,~ [15] solves Wide go,, [15] solves Wide go. [15] solves Wide gon [15] solves 
Class for attained Class for attained Class for attained Class for attained 

service service service service 
Wide g,,.~ [16] states Wide gp,~ [16] states 
Class a conser- Class a conser- 

vation law vation law 
FCFS - -  [18] Bribing FCFS [18] Bribing 

Model Model 

Table I :  Summary  of mathematical  queueing models 

zations which we may use in  our  mathematical  models 
and in our simulation models. They also allow us to 
compare  assumed properties of these customers with 
the measurements.  

Following the work of Kleinrock, et al. (7 -13 ) ,  we 
include in the class of queueing systems under  consid- 
eration, those with the following properties. (See Figure 
2.) We assume that the populat ion of new arrivals to 
the system are separated into P priority groups, this 
priority being determined by some external property 
of the arrival (e.g., status in society, wealth, rank, size, 
memory  space required); the assumption here being 
that the required time in the service facility (e.g., total 
computat ion time) is known only to within a proba-  
bility distribution. Accordingly,  let (for p-----1,2,...,P), 

Ap(0)  ---- Pr [customer f rom p~h priority group re- 
quires "think time" ~ 0 ] *  

hp ---- average arrival rate of  customers to the 
system f rom the p~h priority group (cus- 
t omers / second)  

*See Figure I for the definition of "think time". We assume 
that the insertion time is zero, so that interarrival time and 
think time are the same. 

B p ( t )  

1//z~ 

Pr [customer from pth priority group re- 
quires a total processing time ~ t ]  

-~ average service requirement (in opera- 
tions, say additions, per cus tomer) .  

CYCLED ARRIVALS 

NEW J SYSTEM 
ARRIVALS - OF 

v OUEUES 

Figure 2--Feedback queueing systems 

Upon arrival to the system, a new customer joins some 
queue in the system of queues. After  some appropriate 
queueing discipline is followed, this customer will then 
be allowed into the service facility. On  his first time 
through, if he is f rom priority group p, he will be al- 
lotted a maximum of golQ second of service where Q is 
a fixed time interval. If  this quantum of time, go,Q, is 
greater than or equal to his total required service time 
(t, say) he will then depart  f rom the system as soon as 
he receives as much time as he needs; if t>gp,Q,  he will 
be cycled back to the system of queues where he joins 

DEPARTURES 
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some appropriate queue and waits for another quantum 
of service. On his n th visit to the service facility, this 
customer will receive a maximum of gp.Q seconds of 
service; thus if 

i t  - -  1 n 

Q E gp~ <t--LQ E g.~ 
1 = 1  i = l  

this customer departs from the system during his n th 
quanta of service. 

IX 

If  t > E gpl he then recycles and continues, gp, will 
i = l  

be called the priority-and-cycle factor, and assumed to 
be greater than zero. 

Whenever the service facility ejects a customer 
(either for departure or re-cycling), some customer (if 
any are available) is taken into service. This particular 
customer chosen depends upon the specific discipline 
used in arranging customers within the system of 
queues. No customers are allowed to leave before they 
receive their total required service (i.e., no defecting). 

The source which generates the arrivals to the sys- 
tem has itself been modeled in two general ways. One 
assumption has been to consider that a finite number 
of consoles is available and that the overall arrival rate 
to the system is the sum of the individual arrival rates 
from each of the customers not presently in the system 
of queues or in the service facility. These systems are 
referred to as finite population models. A different 
assumption can be made which considers an infinite 
population of users, in which case the average think 
time is taken to be infinite also, so that the average 
arrival rate of customers to the system is finite and 
fixed. 

Extending from the above we note here that this 
limit which takes the finite population model into the 
infinite population model may be properly defined as 
follows: 

We consider the non-priority ( P ~  1 ) case for sim- 
plicity. The average arrival rate (h ~ E hp) for a 

P 
finite number, M, of consoles is merely the aver- 
age number of consoles E1 not in queue or in 
service, times the average arrival rate, y, per idle 
console, i.e. 

h = 7E1. But, for T defined as the average 
response time 

E ~ z  M 

since 1 /  
Y 

M ~ oo and 3, ~ 0, we have 
1/ 

h----- l i m  M y  Y 
M---> o0 1 
Y-') 0 T -t- 7 

1/ 
3' 

1 
T + - -  

Y 
is the average think time. Thus, as 

_ _ - -  l i m  M y  
M--> oo 
7 4 0  ( 1 ) 

since T, the average response time, is finite. 
In this same connection, we agree in all these models 

that the computing facility is not overloaded, i.e., if we 
define 

p. = X . / ~ C  (2)  
and* 

P 

p = :~ pp ( 3 )  

where 
P z t o t a l  number of priority groups 
C ~ c a p a c i t y  of the processor in operations 

(say additions) per second. Then we insist that p < l .  
This insures that the average work load (in operations 
per second) offered to the processor is less than its 
capacity to handle such a load. 

In all of the following models, the assumption is 
made that arrival time and processing time of a cus- 
tomer are independent random variables; also that 
these are independent of the values taken on by all 
other customers. Moreover, we recognize that when- 
ever a customer is moved out of service and another 
is taken into service, a period of time, called the "swap- 
time" is required for the transfer. In many of the fol- 
lowing models, we assume for the sake of mathematical 
tractability that this cost, the swap-time, is zero. This 
assumption certainly should weaken the mathematical 
results. However, in the models involving a finite 
quantum, Q, we may think of a portion of that time 
as being used for swapping; this alters the service time 
distribution in a predictable way. In the processor- 
shared models (Q--->0), the notion of swapping must be 
ignored, i.e., we insist that swap-time be zero; this is 
necessary since we are swapping at an infinite rate and 
any non-zero swap-time would, by itself, overload the 
system. Thus, in the zero swap-time models, we obtain 
results which are idealized in the sense that any non- 
zero swap-time will only degrade the performance pre- 
dicted; we recognize that our results are then upper 
bounds on performance. 

We recognize that both the infinite population and 
the finite population sources are merely special cases 
of our general model for time-shared systems. Accord- 
ingly, we present below the results of analyses of a 
number "of such special cases. 

Infinite population models 

A number  of papers have recently appeared in the 
literature on time-sharing 711 describing models and re- 

*Note that  pp = average arrival rate of "seconds of work" to 
the computer f rom the pth group so p is the total average arrival 
non-saturation. Also, pp is the fraction of time that the en- 
rate from all groups; clearly, this must  be less than unity for 
tire service facility is devoted to processing customers from 
the pth priority group; also /9 is the probability that  the facility 
is non-empty. 
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sults for the particular assumptions of infinite popula- 
tion sources. We consider the following. 

The round-robin (RR)  model r 

Consider the discrete time model of a time-shared 
processor'  studied by Kleinrock.' In this model, it is 
assumed that time is quantized with segments each Q 
seconds in length. At the end of each time interval, a 
new unit (or job) arrives in the system with probability 
~.Q (result of a Bernoulli trial); thus, the average num- 
ber of arrivals per second is h. The service time (i.e., 
the required processing time) of a newly arriving unit 
is chosen independently from a geometric distribution 
such that for 0 ~ 0 - <  1 

s~ - -  (1- -0- )o  -kl k ---- 1,2,3,..., 
where sk is the probability that a unit's service time is 
exactly k time intervals long (i.e., that its service time 
is kQ seconds). Thus, we assume P ~ I  (no priority dis- 
tinction among the users) and 1 / / z C = Q k  (where k is 
the average of k with respect to the sk distribution) 
giving 1//zC - -  Q/ (1- -00) .  Also Ap(0) --- A(O) and 
Bo(t)--~B(t) are both discontinuous staircase functions 
given through the binomial and geometric distributions, 
respectively. Note also that gp,= 1 for all p and n here. 
A unit whose processing requirement is kQ will be 
forced to join the first-come-first-served queue (See 
Figure 3) k times in all before its service is completed. 

NEW 
ARRIVALS 

CYCLED ARRIVALS 

DEPARTURES 

Figure 3--The round-robin system. 

For such a system, it has been shown in [7] that the 
following holds 

THEOR EM 1: The expected value, T(kQ), of the 
response time in the round-robin system for a job 
whose service time is kQ seconds, is 

(4) 
( l - -o -a )  ( 1 - - a  k-') -] 

T (kQ)  --  kQ )~Q2 [ 1 q- ] 
l - - p  1--p L ( I - -o- )  2 ( l - - p )  J 

where 
a ~- o - + A O  

and 
~.Q 

p --  
1--0. 

Furthermore, the expected number, Er, of customers in 
the system is given by 

E r - -  per 
--p (5) 

T H E O R E M  2: The expected value, T'(kQ),~ of the 
response time in the strict first-come-first-served sys- 
tem* for a unit whose service time is kQ seconds is 

QE, 
T ' ( k Q )  _ 1 _ o -  + kQ (6) 

where Er is defined in Equation 5. 

In reference [7] it is shown that a good approxima- 
tion to T(kQ) is 

T(kQ)-----kQErq--kQ. (7) 

When Equations 6 and 7 are compared we see that for 
units which require a number of service intervals less 
(greater) than 1/(1--o-),  the round-robin waiting time 
is less (greater) than the strict first-come-first-served 
system. One notes, however, that the average number 
of service inervals, k, is exactly 1/(1--o°). Thus, for 
this approximate solution, the crossover point for wait- 
ing time is at the mean number of service intervals. 

The case in which Q--~ 0 is now considered. This 
corresponds to time-shared systems in which each cus- 
tomer cycles through the system of queues infinitely 
fast for an infinite number of cycles and spends an in- 
finitesimally small amount of time in the service facility 
each time he visits it. In a real sense, then, all custom- 
ers present in the system are using a fraction of the 
service facility's capacity on a full-time basis. Such an 
operating procedure may be referred to as a "processor- 
shared" system, and a discussion of its behavior 
may be found in [ l l ] .  The usefulness of this limit of 
processor-sharing lies in its representation of an ideal- 
ized sharing operation in which "swap-time" is as- 
sumed to be zero. For  these cases, the natural analogue 
of the previous theorem is obtained. 

The non-priority processor shared system 11 

This model considers the limit of the round-robin 
model in which Q---~0 and 0. -~ 1--/zCQ, giving a 
Poisson arrival mechanism with an average of h units 
arriving per second and an exponential service distri- 
bution with an average of 1//.t operations per cus- 
tomer. This model reduces to a system in which a user 
is processed at a rate C / K  operations per second when 
there are K users sharing a computer of capacity 
C. This processing rate varies as new users enter and 
old ones leave the system. A harmonic variation of 
individual processing rate with number of customers 
is assumed. 

T H E O R E M  3: The expected value, T ( l / C  ), 

*This is a reference system and corresponds to the more usual 
case where a unit receives its complete processing requirement 
the first time it enters service. 
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of the response time in the processor-shared system for 
a customer requiring l operations, is 

l / C  (8) 
T ( l / C )  _ 

1 - -p  

where 
p = X / / z C .  

The expected number, E, of customers in the system is 

E = p (9) 
1 - -p  

The priority "processor-shared system n 

In this system, there are P priority groups with Pois- 
son arrivals at an average rate of h~ per second and 
an exponentially distributed service requirement with a 
mean of 1//.¢~ operations ( p =  1,2 . . . . .  P). Assign a cus- 
tomer from the pth priority group a capacity f~C when 
there are n, type i customers in the system; fp is given 
by 

fp  - -  g P  p (10) 

g,ni 
i--1 

For such a system, 

T H E O R E M  4: The expected value To ( l / C )  of 

the response time spent in the priority processor-shared 
system for a customer from priority group p who re- 
quires l operations is 

T p ( 1 / C )  = 1 + (11) 
i = 1  g" ( l - - p )  

the expected number, E,,, of type p customers in the 
system is 

[ ) ]  PP 1 + - -  1 p, (12) 
E~ - -  1- -p  i ~ l  g~, 

First-come-first-served model (FCFS) n 

For completeness, consider a strict first-come-first- 
served system with the same input and service require- 
ments as in our priority model. To this end, 

T H E O R E M  5: The first-come-first-served system 
with a priority input yields, for customers with ! re- 
quired operations, an expected response lime as 
follows: 

where 

l p / ~ C  ( 13 ) 
T ( I / C )  _ C -[- 1 - - p  

1 = p 
P 

tzC E X,, 
D = I  

Note that P - -1  yields the (non-priority) processor- 
shared system. 

The multiple level processor-shared model 8"I° 

This model, which is denoted by FB~ where N is the 
number of levels, is shown in Figure 4. Make the as- 
sumptions of exponential interarrival and service times. 
A unit at the service point at any given queue level will 
not be serviced unless all lower numbered queues are 
empty. Thus, immediately after a unit has received 
service the next unit serviced will be the one at the 
service point of the lowest level, non-empty queue. 
This unit will be given a quantum Q of service as in 
the round-robin model; if more is needed then the unit 
is subsequently placed at the end of the next higher 
level queue, otherwise it leaves the system. 

N 

_1 - i I I I  

X-,-- 

PROCESSOR 

III 
Figure 4--The FBs model. 

For N < ~ ,  assume that the N t" level queue is a 
quantum-controlled, first - come - first - served (FCFS)  
queue. Specifically, units at the N th level are served a 
quantum at a time until completion (i.e., there is no 
round-robin in the N th queue but an arrival to a lower 
level during the servicing of an N th level unit will pre- 
empt this unit after it has completed the quantum- 
service in progress). Note that, with these assumptions, 
FB, denotes the conventional FCFS system. 

The average response time (T)t has been obtained 
for Q > 0  (see [9]). Below are given results for the 
processor-sharing limit, Q---~0. For finite N the FBN 
system reduces to a FCFS system. Of greater interest 
is the limiting case Q-=0 when we assume N--oo .  By 
arguments based on very small Q sizes it can be seen 
that the resulting system can be viewed as correspond- 
ing to a system in which arrivals always preempt the 
unit, if any, in service and are allowed service until 
their service time exceeds that having been received by 
some other unit in the queue. We have the following 
theorem from [9]. 
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THEOREM 6: The average response time for cus- 
tomers requiring t seconds of service in the processor 
shared FBN system is 

T(t)  - -  

1 (I//~); N < 09 
1--p 

(h/2)  f x2dF(x) 
o + 

1--p(1--~ ) 

where, 

t ; N - - - - 0 9  
--/zt 

l - - p ( l - - e  ) 

(14) 

0; X < 0  
--p,x 

F(x) : 1--(  ; 0 < x < t  

1; x > t (15) 

Coffman [8] has also considered such systems with 
externally assigned priorities. These priorities deter- 
mine the initial queue which a customer joins upon 
entry to the FBN system (the lower priority units join 
higher numbered, lower priority queues), He also car- 
ries this extension to the processor-shared case. 

Schrage [10] has also considered such systems. He 
has generalized the quanta to depend upon n, i.e., go,-- 
g,. Also he allows an arbitrary service distribution B(t). 
However, he restricts his investigation only to the 
infinite level case, N--09. Schrage solves for the La- 
place transform of the response time, and this allows 
him to obtain the moments of this measure (in particu- 
lar, he obtains the mean and variance). 

Finite population models  
The principal model in this category has been 

studied by Scherr [12]. He assumes that think time 
and service are both independently and exponentially 
distributed. A total of M consoles is assumed to be 
available and a non-priority processor shared system 
is considered, i.e., Q-->O, go,,----1. His main result, for 
a single processor is 

T -  M//zC 1 
1--~-o y (16) 

where ~ro : Pr [no customers are re- 
ceiving or awaiting service] 

= j--E0 (M--j )  l ~ (17) 

and 
1 

Y 
_ avg. think time 

We note here that as M--.09, y--~O, such that 
My--h,  we arrive at the infinite population model of 
a non-priority processor shared system as follows: 

l i m  1ro = ( l - - p ) l i m  [ 1  - - p y / / z C ] - - I  
M--> 09 M---~ 09 
y---> 0 y---~ 0 ( l - - p ) '  

( 1 8 )  

Applying this last to Eq. (16) we get 

T - -  1/tzc 
1 - - p  ( 1 9 )  

Inspection of Eq. (8) reveals that the average response 
time for all jobs (averaged over service requirements) 
yields exactly T as above. Furthermore, in the limit, 
it is easy to show that 

E = 0 / ( 1 _ O  / 
as in Eq. (9). This confirms the agreement between the 
two models in the limit. 

Scherr also derives a similar expression for T in the 
case where the processing faciltity consists of more than 
one processor. 

Greenberger [13] has considered a finite population 
model with a round-robin scheduling algorithm under 
exponential assumptions of think time and service time 
with a finite quantum Q. In addition, he includes a 
swap-time of V seconds. He obtains an approximation 
which can be used to obtain the response time condi- 
tioned on the service time kQ as 

--~CQ ] 
k l--e -}- /zCV T ( k Q ) -  /~C 

M (/.tC)' ] 

1 --Iro' y 

_}_ 1 --fro' (l -}- ( - ~ )  S~--V~ S, 
1 --~-o' 2 ( S , + V )  

where 
(20) 

1 1 V 
(~c)' -- ~c + --~CO 

l - -e  

S, _ 1 ( l - - e - - t z C Q )  
~C 

$ 2 -  2 ( S , - - Q e - - ~ C Q )  
/zC 

and 7to' is the expression for 7ro given in Eq. (17) with 
/zC replaced by (/xC)'. A similar model has also been 
studied by Patel [14]. In Eq. (20) as V-)0,  Q-->0, we 
note that T(k Q) averaged over k reduces to the ex- 
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pression in Eq. (16) given by Scherr for the processor- 
shared systems. The same comment applies when one 
takes this to the limit of an infinite population system, 
obtaining Eq. (19) above. 

Additional results 

The distribution of attained service has been de- 
fined as (see [15]) 

No(r) = expectation of the number of customers 
in the system of queues and in service f rom 

• priority group p who have so far received 
exactly r seconds of service. 

This quantity, Np(r), gives one a description of the 
composition of the various queues, and a measure of 
the relative state of partial service received by those 
customers still in the system. The results for attained 
service are very general. 

There exists [16] a conservation law which states 
that an appropriate average of the mean response 
times (by priority) can be invariant to scheduling algo- 
rithm. 

Coffman [17] has considered models (for Q > 0  and 
Q-+0)  with variable quanta for both R R  and FB2 in 
which a customer in service receives an additional 
quantum for each new customer who enters while he is 
in service. This tends to reduce the swap-time. 

The notion of paying a price for one's priority is 
not an unfamiliar one - - i t  is 6ften referred to as brib- 
ing [18]. A bribing model has been considered in 
which customers offer a bribe (based upon an " impa-  
tience factor" of their own) to gain preferred position 
on line. All those bribing strategies are then character- 
ized which minimize an appropriately defined cost 
function averaged over the population of users. 

When we consider more than a single processor, a 
number of possibilities present themselves. We may 
choose to use all processors in parallel, with or without 
constraints (see Coffman [8]) or in series (see Klein- 
rock [19]) or in some series-parallel combination (see 
[20-21]).  The problem associated with providing the 
interconnection of a network of processors is a major 
one; some work along these lines may be found in 
[21,22]. 

Measurements and simulation 

Measurements made on actual time-shared systems 
or on simulated models of t ime-shared systems have 
the following purposes: 

1. To make a choice between one system and 
another. 

2. To deepen the understanding of a system so as 
to affect the design of other systems or to op- 
timize a given system. 

In the first case the user is interested in measure- 

ments of response time and both the cost and quality of 
the system as discussed in the second section. In the sec- 
ond case the model builder is interested in measurements 
of those parameters which arise in his model and which 
can be subjected to reasonable measurement. Examples 
of the latter measurements are the average number  of 
active consoles, queue size, waiting time in queue, 
response time, service time and think time. In the sec- 
ond case the system designer is interested in measure- 
ments which are easy to make and which most directly 
lead to optimization techniques as well as support the 
building of models. These last measurements will 
therefore be concerned with the efficiency of processor 
and storage allocation in addition to the scheduling 
algorithm affecting the input queue. 

Below we seek to integrate a number of simulation 
and measurement results which have appeared in the 
literature. Table I I  summarizes reported measurements 
of user characteristics and Table I I I  summarizes re- 
ported measurements of performance characteristics. 
In both cases references are denoted with script indi- 
cating simulation and bold face indicating actual system 
measurements. 

In similar fashion to section 3, essential characteris- 
tics of a numl~er of experiments and then the measure- 
ment results are discussed below. 

Table II :  Data on User Characteristics 

User Characteristic Reference 

Probability Distribution of Think Time S,T 
Probability Distribution of Service Time C,S,T 
Probability Distribution of Program Size C,S,T 
Priority vs. Program Size SD 
Percentage User Time vs. Day SD 
Probability Distribution of Disc Requests C 

Table I I I :  Data on performance characteristics 

Performance Characteristic Reference 

Response Time/Processor  Time vs. M S,T,S 
Response Time vs. Processor Time S 
Response Time vs. M T,R 
Probability Distribution of Response Time S,L 
M vs. M S,S 
Probability Distribution of M T, TR 
M vs. Q TM 
Computer  Utilization vs. M S,S, TR 
Computer  Utilization vs. Q T M  
Breakdown of Computer  Utilization vs. 

Processor Time C 
Batch Processing RR Computer  Utilization 

Change T , T M  
Taoe Usage vs. M ]" 
Utilization of Swap Storage vs. M S 
User, Idle, and Disc Time vs. Day SD 
Breakdown of Computer  Time Usage S 
Memory Map v.~. Program Size SD 
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The experiments 

We consider the results of 4 simulation efforts and 
4 measurement efforts. Among the simulations, we 
have: 

1. Scherr (S) [12] has simulated the M.I.T. Project 
MAC's Compatible Time-Shared System (C.T.S.S.--  
see Corbato [23]). The C.T.S.S. scheduling algorithm 
is a variation on the FB9 system described earlier with 
gpn ~ 2 "~ and Q = 0 . 5  seconds; the variation includes a 
priority system in which program length is used to 
place new programs onto the various queues (longer 
length receiving lower priority). He considers these 
simulation models: CTSS; CTSS with RR (gp° - -  1, 
Q --~ 2 seconds) instead of FBp; and CTSS with multi- 
programming to provide overlapped processing and 
swapping. 

2. Fine and McIsaac (F.M.)  have simulated a sys- 
tem similar to the S.D.C. Time-Sharing System [24]. 
They consider an RR system as well as a two-queue 
scheduling procedure (similar to FB,). The second 
(lower priority) queue contains customers who have 
submitted production jobs and who are serviced to 
completion (first-come-first-served) during the idle in- 
tervals between "non-production" jobs which are served 
RR on the first queue (high priority). 

3. Fife and Rosenberg (F.R.)  [25] have simulated 
a system in which the central notion is one of memory- 
sharing with fixed memory partitioning. The main core 
is divided into 5 memory blocks. Each user is confined 
to remain within a single block. Jobs queue up for an 
allocation to core memory, and, once in core, remain 
there until the job is completed or until the program 
halts awaiting an operator message (or until an illegal 
command is generated). Processing is transferred to a 
new job in core when the current program being run 
fills its output buffer. 

4. Lavita (L)  [26] has simulated a first-come-first- 
serve run-to-completion system with emphasis on the 
comparison between a drum system and a disk system. 

Among the actual system measurement efforts, we 
include the following: 

1. Scherr (S) [1] has made measurements of the 
behavior and system performance on the MIT Project 
MAC's CTSS [23] as described earlier. During the 
period of his measurements, CTSS served approxi- 
mately 250 users with an IBM 7094 (augmented with 
disc and drum storage) connected through an IBM 
7750 transmission controller to users' remote consoles 
(each consisting of a keyboard and printer). The core 
memory consisted of 2 modules, each of 32,768 36-bit 
words, with an access time of 2 microseconds (the first 
module held only the supervisory program and the 
other was used for users' programs during execution). 

2. Totschek (T)  [27] reports measurements made 
on the SDC Time-Sharing System [28] which can han- 
dle up to 35 users at teletypes at remote consoles. 
Inputs from the user consoles pass through a D.E.C. 
PDP-1 computer to the central processor. The central 
processor is an IBM manufactured AN/FSQ-32,  which 
contains 65,536 48-bit words of high speed memory 
(of which 48,784 are available for user programs) with 
a cycle time of 2.5 microseconds. A high speed buffer 
of 16,384 words is the interface between the AN/FSQ-  
32 and the PDP-1. Two scheduling algorithms are used. 
The first is an RR scheme (with g, ,--1,  Q- -400  ms).  
The second is an FB, system where g,l=l,g,~-----50; the 
second queue is automatically interrupted (pre-empted) 
when the first queue becomes non-empty. 

3. Sutherland (SD) [29] has made measurements 
on the Lawrence Radiation Laboratory (LRL)  Time 
Shared System which is implemented on the CDC 6600. 
The system handles 48 teletype-equipped consoles 
which serves 110 users. Each console connects to one 
of ten peripheral processors (each containing 4096 
12-bit words). One other of these peripheral processors 
carries out the scheduling task. The mass memory is a 
disk. Central memory consists of 30,000 words reserved 
for supervisory tables and 100,000 words available to 
the user. Up to 10 users may be in this second section 
of memory at any one time. The scheduling algorithm 
among these 10 is RR priority system with gp,~p,  
Q = 4 0  ms. Loading of new programs is done on a 
priority as well as an available memory space basis. 
Every 3¾ seconds the system does a priority load 
which removes a lower priority job if, by so doing, a 
higher priority job can be loaded and run. This is sub- 
ject to the guarantee that a program will not be dumped 
for a number of microseconds equal to 128p times the 
program size(in code words). Each user is charged 
(against his daily allotment) an amount of time equal 
to his central processor time (CPU) plus his input- 
output time ( I / O )  times his priority p, i.e. ( C P U +  
I / O ) p  minutes. A user's priority is self-assigned! 

4. Cantrell (C)  [30] has reported on his measure- 
ments of the GE-Dartmouth Time-Shared System. This 
system handles 200 users at remote teletype terminals. 
Inputs from user terminals are processed by GE D-30's 
en route to the central processor. Two D-30's are at 
Dartmouth for their users. One D-30 is at Boston and 
one D-30 is at New York City for GE users. The cen- 
tral processor consists of one GE 635 with 65,536 
36-bit words of high speed memory (of which 25K are 
available for user programs) with a cycle time of 2 
microseconds. The memory heirarchy consists of two 
Disks (16 M each),  Drum (50,000 words),  6 Tape 
Drives and an RCA RACE file (340 M characters). 
The system uses a simple round robin scheduling algo- 
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rithm. Each user gets a fixed 200 milli-seeond quan- 
tum. 

Results of simulation and measurement 

The data obtained falls into two categories--user 
characteristics and performance characteristics; we list 
these obtained data in Table II and Table III respec- 
tively. We define M as the number of active consoles* 
and M as the average value of M. The characteristics 
listed in these tables refer to graphs, figures, or tables 
in the references cited. 

Of primary interest with respect to user character- 
istics is the distribution of interarrival times (or think 
times). One finds a fair degree of agreement between 
the two source% of measurement, and it is interesting to 
note that both yield an average think time of approxi- 
mately 35 seconds.* In these two cases, the standard 
deviation of think time was the same order of magni- 
tude as the average. Both sources show curves which 
seem to indicate that the think times are approximately 
exponentially distributed. 

The other major user characteristic is the distribution 
of service time (swap time excluded). The three sets 
of data agree to some extent here, all ranging over 
several orders of magnitude with slowly decreasing 
tails. The median falls around 0.05 seconds, with much 
larger variances. The mean values do not agree too 
well, but this variation is understandable due to the 
great sensitivity of the mean to the details at the tail 
of the distribution. Totschek comments that the log- 
normal distribution fits both service time and think 
time reasonably well. It seems that an hyperexponential 
distribution would do well also. Cantrell observes that 
the shortest 90% of all service times represents just 
slightly more than 10% of the system load (in pro- 
cessor time) and, therefore, that the longest 10% 
account for almost 90% of the load (compute time)! 

The distribution of program sizes provides little 
agreement among the sources. Scherr reports an average 
program size of 6.3 X 103 words. 

A thorough discussion of the wealth of information 
available on performance characteristics listed in Table 
III  can provide a basis for many future papers. Rich as 
these data are, a great deal remains to be done, not 
only in making additional measurements, but also in 
determining more compact measures of time-shared 
system performance. We choose to discuss only cer- 
tain highlights of the data in Table III. 

One of the most significant observations one can 
make is with respect to the first item in Table III. The 
results given by Scherr for the ratio of response time 

*This reflects the load on the system. 

*In fact, Scherr found this mean value to vary only slightly 
with time of day, day of week, and number  of active con- 
soles. 

to processor time as a function of M_ for the CTSS 
measured data, the CTSS simulation and the RR simu- 
lation all agree remarkably well. Furthermore, they all 
agree with his RR processor-shared model! Totschek's 
curves are similar in shape to Scherr's, but an abso- 
lute comparison is difficult to make because Totschek 
includes I / O  time in the response time. 

A quantity which is difficult to solve for analytically 
from the mathematical models is the probability density 
function of the response time (usually only its mean 
value, T, is found).  This density can be obtained 
through simulation, however, and both Scherr and La- 
vita have done this. In the CTSS and RR cases, Scherr 
obtains a function which looks like an exponential dis- 
tribution. For  a first-come-first-served algorithm, La- 
vita obtains a distinctly different distribution, which 
shows very few short response times; this is easily seen 
to be due to the relatively long waits that even short 
jobs must experience due to the run-to-completion rule. 

The remaining measurements concerned with system 
performance are widely dispersed in character and of a 
probing nature rather than strongly relevant to some 
model. They reflect the observations of Estrin, e t  al .  31 

that present methods of measurement do not allow 
sufficient freedom in design of experiments on complex 
systems. 

Now let us consider the relevancy of the tabulated 
measurements to the previously discussed models and 
vice versa. 

The infinite population model cannot be used to pre- 
dict the characteristics of a finite console system of the 
types measured. These systems inherently reduce the 
arrival rate of requests as the number of busy consoles 
approaches the total number of consoles, i.e. they are 
self-correcting. However, in the case of a large informa- 
tion processing utility we may well see a system with a 
huge number of terminals most of which are idle at 
any one time. In such a case the infinite population 
model assumptions would hold. This would be the case 
M---~ oo, 7---~O discussed in the third section. Therefore 
it is apparent from Table I that most of the work on 
modeling has been dealing only with a futuristic con- 
dition. 

In the case of the finite population models it can be 
observed that: 

1. Scherr has demonstrated predictability of his 
model. It might be of interest to explore the 
effectiveness of Scherr's adjustment for swap- 
time under conditions of varying O. 

2. In the case of Greenberger's model, which in- 
cludes the effect of swap time under assumptions 
of round robin and exponential service time and 
think time, some computation could explore the 
predictability. 
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3. In the multiprocessor case both models and sim- 
ulated or constructed systems are too sparse at 
the present time to expect many results. 

SUMMARY 

The analysis of existing measures, models and meas- 
urements in the previous sections reveals a number of 
aspects which should be considered in future studies. 

All presently proposed time-shared computer systems 
consider scheduling algorithms which favor the short 
problems. It seems apparent that any information pro- 
cessing utility which is to be established must deal with 
an environment which attracts all large customer 
groups. Hence we should consider for modelling and 
measurements a time-shared multi-processor system 
which has the following properties: 

A. Multiple resources are established such that Re- 
source , favors requests in the i 'h interval of a 
distribution of problem lengths. 

B. An incentive is provided for the user to predict 
correctly that his request will be satisfied best 
by Resource ,. 

C. The system automatically moves user requests 
from one resource to another if the requests are 
not satisfied by a prescribed number of units of 
service. A penalty is incurred by the user for 
such overhead. 

D. The system automatically moves user requests 
from one resource to another to relieve con- 
gestion. 

E. Some memories are shared by the multiple 
resources. 

The weakness of the infinite population terminal 
models in even being able to make predictions about 
practical finite population systems has been strongly 
stated. On the other hand the relatively small number 
of studies of finite population models must be rectified. 
In particular it would be desirable to ex tend  those 
models to provide predictions of response time condi- 
tioned on service time required. This is important in or- 
der to predict how much short problems are favored and 
how much long problems are disfavored. Another as- 
pect arises in consideration of the success of Scherr's 
model in predicting measurements after an empirical 
adjustment for swap time. There is a need for models 
of resources and their allocation so that we may in- 
vestigate improvement in swap time and other overhead 
factors. Scherr ~' has demonstrated a reasonably precise 
definition of saturation and indicates that gimulation 
may be used to predict performance of proposed time- 
shared systems. Aside from our need for the possible 
generation of other system saturation models, this again 
raises the need for improved models of system resources 
to be used in simulation or analytical studies. 

Most of the weakness in the relevancy of measure- 

ments to models arises, at present, from the unavaila- 
bility of tools for making desired observations of dy- 
namic systems. The recent concentration of some stud- 
ies ~' on the use of a computer to observe others as well 
as the identification of methods for useful self measure- 
ment gives some hope of progress in this area. This 
problem is particularly acute with respect to optimiza- 
tion of resource allocation since simulation procedures 
can become overly costly when such system detail is 
exposed. 

The optimization of given systems is somewhat 
hampered by the unavailability of statistically significant 
test environments. If it were possible to capture records 
of requests to and responses from operating time-shared 
systems over a sufficiently long time span, they might 
provide test environment inputs to a system under 
study. It is true that such test conditions ignore the 
adaptability of the population of users but such static 
"tuning" of time-shared systems might provide greater 
insight through reproducible experiments. 
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