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ABSTRACT

Current wireless network systems (e.g. metropolitan cellular) are constrained by fixed bandwidth allocations and support only a
narrow range of services (voice and low bit-rate data). To overcome these constraints and advance the state of the art in wireless
multimedia communications, we are developing variable-rate video and speech compression algorithms, and wireless node archi-
tectures that will enable peer-to-peer multimedia networking even with very low bandwidth.

To support this objective, each wireless node must support new applications (for multimedia), advances in networking and source
coding to support multimedia under limited bandwidth conditions (wireless), advances in physical layer design to support robust,
low power, high packet throughput links, low power DSP for multimedia compression, and an architectural strategy to integrate
these components into an efficient node. The algorithms and architectures to support this functionality are presented here,
together with some preliminary results on network performance.
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1. INTRODUCTION

Current wireless systems (e.g. metropolitan cellular) are constrained by fixed bandwidth allocations, fixed network configura-
tions, and reliance on a tethered infrastructure. In addition, existing systems support only a narrow range of services (voice and
low bit-rate data). To overcome these constraints and advance the state of the art in wireless multimedia communications, we are
developing new multimedia applications, video/speech compression and network control algorithms, and wireless node architec-
tures that will enable peer-to-peer multimedia networking amongst an arbitrary grouping of mobile nodes. To support this objec-
tive, each wireless node must support the functionality shown in Fig. 1, i.e. new applications (for multimedia), advances in
networking to support mobility and multimedia under limited bandwidth conditions (wireless), advances in physical layer design
to support robust, low power, high packet throughput links, low power DSP for multimedia compression, and an architectural
strategy to integrate these components into an efficient node. The algorithms and architectures to support this functionality are pre-
sented below, together with some preliminary results on network performance.

2. ALGORITHMS

2.1. Video compression

The goals of an adaptive wireless video compression algorithm include 1) low hardware complexity, 2) rate-adaptivity, and 3)
robustness against high bit error rates (BERs). In order to reduce hardware complexity and avoid inter-frame error propagation,
we implement video compression without motion compensation. Our coding scheme consists of a 6 level discrete wavelet trans-
form (DWT) followed by scalar quantization, run-length coding (RLC), and Huffman coding, with error protection provided by
rate-compatible punctured codes (RCPC). Each of these steps has been modified as described below to achieve the desired func-
tionality in the wireless network.

Since the DWT represents the most computationally intensive step in a subband coder, the length and nature (floating point versus
integer) of the filter coefficients have a significant effect on the overall power requirements. Using new filter evaluation methods,
we have identified several filters that are short (a total of 8 low pass and high pass taps) and have integer coefficients,! resulting
in a reduction of chip area and power consumption by a factor of three (important for hand-held wireless nodes) compared to the
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more commonly used floating-point filters.2 The compression performance of these filters is within 0.5 dB peak SNR of that of
the conventional 16-tap filter bank.

Bandwidth adaptation, i.e. coding rate adaptivity, is achieved by varying the quantizer Q-factor, which normalizes all subband
quantizer step sizes. We have chosen scalar quantization, performed adaptively on a subband-specific basis based on a “Q”-factor
similar to that used in the JPEG standard. The quantizer is simplified for low-power implementation by choosing the quantization
step sizes Q; for each subband as a function of the subband average absolute values A, rather than the (theoretically optimal) sub-
band variances. After normalization by the user “Q-factor”, the Q; are rounded to a power of two so that a shift rather than a mul-
tiply performs the actual quantization. The resulting quantizer implementation is multiplierless, and requires only 1 add and 7
shifts per pixel. The average reduction in image quality due to the simplifying approximations in the quantizer is about 0.3 dB
PSNR. We use a table of 32 Q-factors capable of achieving bit-rates of between 0.1 and 0.8 bpp over a wide range of 8 bit grey-
scale images; rate control to within 0.02 bpp is achieved by feedback from previously transmitted frames (Figure 2). While band-
width adaptation may be counterproductive in fast-varying channels because the resulting rapid changes in video quality might be
annoying to the user, such adaptation is certainly of value in slow-varying channels because it enables the video quality to slowly
improve as available channel bandwidth increases. In addition, bandwidth adaptation is necessary even for constant bandwidth
channels in order to produce a constant output rate while the statistics of the input video are changing.

To achieve the high compression ratios required for 60 kbps video, we use RLC followed by Huffman coding. The two variable
length codes together give lossless compression of about 6:1. To protect against decoder sync errors when the variable-length
codewords are corrupted by channel noise, we use a non-variable length coded End-of-Frame marker to ensure frame sync, and a
unique End-of-Subband symbol, EOS. The EOS symbol prevents sync errors from propagating across subbands. To ensure a low
bit error rate in the received bitstream, we use rate-compatible punctured convolutional (RCPC) codes that are punctured in
accordance with the importance of the subbands. The compression system, including the shifted integer filters, the simplified
quantizer, entropy coding and hard-decision RCPC codes gives 31.4 dB PSNR on the 512x512 greyscale “lena” image at 0.201
bits per pixel, and gives intelligible video at channel BERs as high as 0.02. An example of coded video from the 256x256 grey-
scale “football” sequence is shown in Figure 3.

2.2. Voice compression

Speech codec design is typically driven by bandwidth efficiency considerations; CELP-based coders, for example, are popular
because of their low bit rates. The performance of these coders, however, deteriorates significantly in the presence of background
noise. While CELP-based coders may be adequate for telephonic applications, future applications such as wireless multimedia
personal communication systems will demand high quality speech under varying channel conditions. As a result, new standards
for personal communication services are likely to use high quality, medium bit-rate speech codecs such as the one we are devel-
oping.

Our coder* is an embedded, perceptually based, subband coder, and has the following architecture: a low-delay IIR analysis/syn-
thesis filterbank, a perceptual metric, an adaptive bit-allocation scheme, and an embedded quantization scheme. The coder is fully
scalable --- increasing the bit rates improves the quality of encoded speech. In the current implementation, the coder processes
input frames of 160 samples (20 ms at 8 kHz). The analysis/synthesis filterbank is an 8-channel IIR QMF bank, which is designed
using the audibility of phase distortion as a cost function The perceptual metric ensures that encoding is optimized to the human
listener, and is based on calculating the signal-to-noise ratio in short-time frames of the input signal. The bit-allocation scheme
translates the signal-to-quantization noise ratio prescribed by the metric into a bit assignment. Finally, the subband samples are
quantized with an embedded scalar quantizer.

Subjective listening tests, using quiet and noisy input signals, indicate that the proposed coder produces high-quality speech when
operating at 12 kbps or higher. In error-free conditions, our coder has comparable performance to that of QCELP or GSM coders.
For speech in background noise, however, our coder outperforms QCELP significantly at 12 kbps, and for music, it outperforms
both QCELP and GSM.

2.3. Network protocols

Given an untethered mobile wireless environment and multimedia application requirements, the network protocol architecture
must satisfy the following requirements:
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1. data/voice/video traffic support

2. mobile, multihop networking

3. ability to handle rapidly changing radio channel conditions

4. protection from network congestion

5. graceful performance degradation as load increases, radio channel deteriorates and topology changes

Traditional radio networks can satisfy only a subset of these requirements. For example, the ARPA Packet Radio network could
handle a rapidly deployable, multihop infrastructure, with reliable datagram transmissions; but, it could not support guaranteed
bandwidth, multimedia traffic. In contrast, present cellular systems are based on a fixed infrastructure and provide circuit
switched type service (mainly voice), without efficient datagram support. The challenge in our project is to combine instant
reconfiguration, datagram support of packet radio, and guaranteed bandwidth, connection oriented service of cellular systems.

To meet this challenge, several alternative network approaches have been developed and evaluated. In this paper, we will limit
our discussion to the TDMA Cluster approach,* which was selected for early implementation for its efficiency and simplicity. In
the full paper, we will present an overview and comparison of all the alternatives.> The key features of the TDMA Cluster
scheme are: (1) partitioning of the network into clusters, with code separation among clusters to reduce interference (see Fig 4);
(2) time-division access in each cluster; namely, a slotted TDMA frame supports slot allocation (and thus guaranteed bandwidth)
for real time voice/video connections, and random access for datagrams; (3) dynamic routing with shortest path computation and
bandwidth/channel quality reporting to the source; this enables call admission control at the source, adaptive rate control and
adaptive source coding of voice/video sources; (4) dynamic reconfiguration of clusters and routes to adjust to node movements;
(5) support of Virtual Circuit connections for voice/video with guaranteed bandwidth and with dynamic rerouting (using Fast
Reservations) in case of path disruption due to mobility; (6) dynamic rate reduction of voice/video streams at intermediate nodes
via selective discarding of packets (based on priority defined by the hierarchical encoding scheme) in order to adjust to increased
loads during path rerouting.

3. Wireless Multimedia Node Software/Hardware Architecture

3.1. Network operating system: WAMISNOS

WAMISNOS is a Network Operating System (NOS) that implements the network control algorithms such as clustering
(described above). It is a multi-tasking operating system which runs on a PC-based computer running DOS. The WAMIS Net-
work Operating System looks like an application in DOS. All of the kernel functions, applications, and networking protocols are
compiled together into this application. Any protocol that is written for WAMISNOS is actually part of WAMISNOS. WAMIS-
NOS is a command line based operating system, similar to DOS, but has multi-tasking capabilities and supports common network
functionality. With WAMISNOS, the user is able to start an application from the command line prompt, as well as initiate or ter-
minate any background process or network protocol. Each network protocol written for WAMISNOS can be its own process.
However, a protocol is able to span multiple processes, or a process can contain multiple protocols. All of the scheduling and task
switching functions are controlled by the WAMISNOS kernel. More details on the available library functions can be found in the
appendix of Ref. [7]. The WAMIS Network Operating System brings together the various components of the wireless multime-
dia node so that the applications, custom as well as standard networking algorithms and protocols, and communications hardware
can communicate efficiently. The WAMISNOS kernel provides the underlying operating system functionality and the interfaces
which allow the system to be flexible for many different configurations and environments. In Ref. [7] we find the steps necessary
for a programmer to add a networking protocol into WAMISNOS.

3.2. Node architecture

The first generation wireless node architecture has been implemented on a PC notebook platform (Fig. 5), and consists of a spread
spectrum radio,® a video compression/decompression system implemented with FPGAs,® and a commercially available video
digitizer, each connected to the notebook PC through the ISA bus. The CPU executes the network operating system described
above. This approach allowed for the partitioning of the node into a set of functional blocks which are optimized for functionality
in isolation of other blocks. While a shared-bus node architecture provides modularity and compatibility with existing peripher-
als, it does not allow system-level optimization of power dissipation or throughput. Power dissipation is increased due to constant
communication over the shared-bus, redundant bus interfaces required on every card on the bus, and the lack of hardware sharing
between functional blocks. Throughput is also significantly degraded by forcing all data communication over a single shared
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resource, increasing bus contention. This becomes a major bottleneck as the available bus bandwidth quickly saturates when real-
time multimedia data is exchanged between functional blocks. This node has been used to implement video/data/speech peer-to-
peer networking, as described below.

4. APPLICATIONS

4.3. Video/data networking

Video Talk (VTalk) is a multimedia application implemented on WAMISNOS, which can set up a video and data transfer link
between a pair of nodes in the wireless network. The video is sent using the User Datagram Protocol (UDP) which is a connec-
tionless non-guaranteed delivery (but error free) transport protocol. Specification on the rate and size of the video image are
accepted and statistics about the link and video rate are shown in the upper right hand corner of the display (see Fig. 6). Below the
video display, there are two boxes in which a “chat” session can be conducted that uses TCP for transfer of the characters typed in
at the keyboard. TCP packages a set of characters together into a packet and sends it on the link. TCP is a connection-oriented
guaranteed error-free transport protocol. If any of the characters are lost in a packet, the characters are retransmitted in subsequent
packets. No characters are displayed until they have been verified to be in order and error free. This protocol uses a built in flow

control sliding window protocol which helps to adapt for congestion in the network during such peak traffic conditions as file
transfers.

The current version of VTalk handles full-duplex video and a full duplex “chat” (data) session. With the Proxim frequency-
hopped spread spectrum radio, the video throughput varies from .8 frames/sec to 3 frames/sec, depending on the frame size. With
the clustering algorithm running, the frame rate drops significantly because of the fixed TDMA structure built into the algorithm.
The VTalk application is then only allowed to send 1 segment of a video frame every TDMA frame time, which is 1200 millisec-
onds. It usually takes 3 segments to make up an average size video frame, therefore vtalk would get about 1 video frame every
3600 milliseconds. Methods to improve the performance while supporting the clustering and TDMA scheme are under investiga-
tion.

4.4. Speech networking

The speech coder is currently being implemented using a TMS320C50 Digital Signal Processor that is interfaced with a PC by a
dual-port memory which is used for transferring data and status flags. Protocol routines have been developed on both the DSP and
the PC for both speech coding and decoding. The first version of the variable-rate coder achieves near-toll quality at 16 Kbps and
higher, and currently uses packet sizes of 256 bytes. With the proposed node hardware/software architecture, it is possible to guar-
antee constant throughput with a constant delay in the order of 1.5s. This delay is higher than 1.2s, the least-noticeable delay
value for two-way conversations. The current implementation is therefore useful for half-duplex transmission. Methods to reduce
the delay for full-duplex communications are being investigated.
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Figure 3: 450 kbps 256x256 video, 15 frames/s, intra-frame coding
at 0.46 bpp, channel BER 0.003. Unequal error protection
of image subbands with RCPC codes.

Figure 4: Example of cluster formation (lowest-ID)
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