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1. Introduction 

The choice of control characters and control mes- 
sages is one of the most  important  decisions in the 
design of computer  communicat ion networks. More 
elaborate control procedures or protocols should tend 
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to make the exchange of  data smoother  and safer in a 
well-designed system. However,  as with sophisticated 
operating systems, there is a limit to the complexity of  
the control procedures which is determined by the 
amount  of  overhead these procedures introduce. 
Beyond a certain point, the increase in overhead is too 
large to justify additional complexity for an intended 
improvement  of service. Therefore it is important  to 
analyze carefully the overhead characteristics of  a given 
system. 

It  is a well-known fact that  the resource allocation 
overhead in time-sharing systems depends critically on 
the behavior of  the running programs. Similarly, the 
line overhead in communicat ion networks depends 
critically on the characteristics of the exchange messages. 
A large number  of  small messages involves more over- 
head than a small number  of  large messages to transfer 
the same number  of  data bits. The line capacity and 
protocol  must therefore be selected with respect to the 
expected characteristics of  the message exchange. 

In this study, we focus on the line overhead in 
packet-switched computer  communicat ions networks, 
using the A R P A N E T  [1, 8-10, 20] as our basic model. 
We define line overhead as all those characters trans- 
mitted that are not exchanged between user processes 
in the attached computer  systems (called HOSTs).  A 
user process is here defined to be any process that makes 
use of  the system calls provided for the Network  Control  
Program (or NCP).  With this definition of a user 
process we exclude f rom this study some higher level 
overhead. For  example, a process that controls the 
transfer of  files generates control messages that con- 
tribute to the total overhead. However,  these higher 
level control messages cannot  be recognized as such by 
only observing the traffic in the communicat ions subnet. 
They have been excluded since our overhead study is 
based on subnet measurements at the U C L A  Network  
Measurement  Center ( U C L A - N M C )  only [11]. In what 
follows, then, we focus on the overhead induced by the 
subnet protocols and the HOST- to -HOST protocol.  
We will exclude f rom discussion the overhead due to 
the control messages of  T E L N E T  (terminal access) 
[23], FTP (file transfer) [7], and other higher level 
protocols  [5]. 

A discussion of the effect of  flow control on the 
delay experienced by user data packets is beyond the 
scope of this paper. (This, after all, is overhead as far 
as the user is concerned.) However,  we show some 
effects that the HOST- to -HOST flow control mechanism 
has on line efficiency (and therefore throughput).  In 
this study, we are principally concerned with through- 
put (i.e. efficiency) as opposed to delay. We derive a 
simple formula for the line efficiency as a function of 
the traffic characteristics. This allows us to do a best 
and worst case overhead analysis. Then a breakdown 
of  the overhead for the current traffic characteristics is 
presented. The same data is calculated for a saturated 
net under the assumption that  the traffic characteristics 

Communications January 1976 
of Volume 19 
the ACM Number 1 



Table I. Line Overhead Classification. 

Category Name No. Bits Description 

Level-0 SYN 16 2 hardware-generated SYN characters for clock synchronization 

DLE/STX, DLE/ETX 32 4 hardware-generated control characters for message delimiting 

H-checksum 24 Hardware-generated checksum 

ACK-header 16 Software-generated control word carrying acknowledgment bits 

S-checksum 16 Software-generated checksum 

Level-1 Packet header 80 

Subnet control 64 

5 16-bit words of packet header in each noncontrol message 

4 words for eaeh subnet control message (see Table II) 

Level-2 HOST/HOST protocol 

HOST/HOST control 

40 

Average 93.5 

Per message overhead specified by the HOST/HOST protocol 

Messages of different lengths for control of HOST/HOST traffic 
(see Table lII) 

Background Routing 

IHY 

Status reports 

1160 

152 

1728 (d- 336 for 
2 RFNMs) 

Routing message sent every 640 msec (includes level-0 and level-l 
overhead) 

I-heard-you message sent every 640 msec to determine up/down status 
of line (includes level-0 and level-1 overhead) 

Status reports (2 packets) sent every 52.4 sec to the Network Control 
Center (NCC) (includes level-0 and level-1 overhead) 

do not change. Similar results are then derived for a 
new network protocol which has recently been sug- 
gested [2] and compared with those for the current 
system. 

2. Levels of Overhead 

In the following we give a detailed description of the 
line overhead in the ARPANET.  This overhead will be 
classified according to the following four categories: 

(1) Level-O overhead. Control of packet transmission 
between adjacent IMPs (the communications processors 
in the ARPANET) .  

(2) Level-1 overhead. Message control in the subnet, 
i.e. transmission control between source IMP and 
destination IMP. 

(3) Level-2 overhead. Message control between 
HOSTs. 

(4) Background traffic overhead. Routing messages, 
line status messages, status reports. 

In the following discussion we will consider only 
that line overhead which is either constant or an in- 
creasing function of the network load. Thus we will 
ignore the following two kinds of line overhead that 
actually decrease with increasing user traffic: (l) "null 
packets" in which only the acknowledgment bits con- 
tain relevant information (these packets are only sent 
in the absence of other traffic), and (2) excess routing 
messages that are only sent if the line utilization is less 
than 80 percent. 

Table I gives a detailed explanation of the line 
overhead on all three levels of communication and for 
the background traffic. The format of a single-packet 
user message is further illustrated in Figure 1. As 
Table I and Figure 1 show, there are nine hardware- 
generated characters for each transmitted packet. In 
addition, there are 16 bits for the IMP- to- IMP acknowl- 
edgment and 16 bits for the software checksum which 
contribute to the level-0 line overhead. 

The level-1 line overhead consists of  two parts: 80 
bits for the packet header of  each user message and 64 

Fig. 1. Format of single-packet user message. 
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bits for each subnet control message. The 80 bits of the 
packet header are not exclusively used for message 
control in the subnet. There is, for instance, a field for 
message identification that is passed unmodified from 
the source HOST to the destination HOST and might 
therefore be considered level-2 line overhead. For 
simplicity, however, all 80 bits of the packet header are 
counted here as level-I overhead. 

The level-2 line overhead also consists of two parts: 
40 bits for the extended leader of HOST-to-HOST 
protocol and an average number of 93.5 bits for each 
HOST-to-HOST control message as observed in the 
subnet by the packet tracing mechanism. (Padding bits 
are neglected.) We will assume that all messages adhere 
to the official HOST-to-HOST protocol. Although it is 
known that other private protocols are in use, they 
represent only a very small fraction of  the total traffic. 

The background traffic consists mainly of routing 
messages that are exchanged between any pair of  ad- 
jacent IMPs at least every 640 msec (for 50 KBPS 
lines). The I-heard-you messages which are sent to test 
the status of  the phone lines and the status reports 
which are sent by each IMP every 52.4 sec to the Net- 
work Control Center represent a much smaller fraction 
of the background traffic. Since the background traffic 
is assumed to be independent of the network load, the 
level-0 and level- 1 overhead of the background messages 
is included in the line overhead for the background 
traffic. This distribution of line overhead will later 
facilitate our calculations. 

3. Subnet Control Messages 

A week-long measurement experiment in May 1974 
showed that 49.15 percent of all packets transmitted in 
the A R P A N E T  were subnet control messages. For a 
detailed description of the subnet control procedures 
the reader is referred to [9, 13, 21]. A list of all the sub- 
net control messages, their frequency of occurrence, and 
their function is shown in Table II. The relative fre- 
quency of these subnet control messages was deter- 
mined by means of a new measurement feature in the 
IMPs called "packet tracing" which was suggested by 
the U C L A - N M C  and has recently been implemented 
by Bolt, Beranek and Newman, Inc. (BBN), the builder 
of  the subnet. Using this packet tracing mechanism, 
about 75,000 subnet control messages were sampled 
from 35 different IMPs at different times of day and on 
different days of the week. The data of Table II repre- 
sents the average over all these samples. Though not 
shown in the table, the deviation of the individual 
samples from the mean was remarkably small. 

R F N M s  for single-packet messages represent by 
far the largest fraction of subnet control messages. 
This is not surprising since some 96 percent of the 
messages entering the network are single-packet mes- 
sages, as reported in I l l ]  and further substantiated by 

Table II. Subnet Control Messages. 

Name ~ of Function 
total 

RFNM-S 88.77 Sent from destination IMP to 
source IMP to signal the correct 
receipt of a single-packet message 
(RFNM = Request- for-Next-Mes-  
sage) 

RFNM-M 0.00 Sent from destination IMP to 
source IMP to signal the correct 
receipt ofa multipacket message 

ALL-S 3.98 Sent from destination IMP to 
source IMP to signal the allocation 
of one buffer for a single-packet 
message 

REQ-ALL 1.09 Sent from source IMP to destina- 
tion IMP to request the allocation of 
8 buffers for a multipacket  message 

ALL-M 1.19 Sent from destination IMP to 
source IMP to signal the allocation 
of 8 buffers for a multipacket  mes- 
sage 

GIVEBACK 1.04 Sent from source IMP to destina- 
tion IMP to give back an unsued 
buffer allocation that was received 
via a RFNM-ALL 

RFNM-ALL 2.35 Combined effect of R F N M - M  and 
A L L - M ;  the allocation for the next 
multipacket message is piggy- 
backed on the RFNM of the pre- 
vious one 

INCTRANS 1.13 An incomplete transmission mes- 
sage sent from destination IMP to 
source IMP for each message that 
could not be delivered correctly to 
its destination HOST 

DESTDEAD 0.46 Sent from destination IMP to 
source IMP for each message that 
was sent to a dead destination HOST 

the May 1974 experiment. It is interesting to note that 
we never observed an R F N M  for a multipacket mes- 
sage that did not carry a "piggy-backed" ALLOCATE.  
This means that there is so much reassembly buffer 
space available that in almost all cases 8 packets can 
be allocated for the next transmission within 1 sec 
after the first packet of a multipacket message has been 
accepted by the destination HOST. 

Table II  shows that only about 2 to 3 percent of all 
messages are multipacket messages. This number is 1 
to 2 percent smaller than the percent of multipacket 
messages reported in [11]. This discrepancy can be 
explained by the fact that the "incest traffic" [l l]  
consists of proportionally more multipacket messages. 
Since the R F N M s  generated by this incest traffic do not 
travel over any line, they have not been observed by 
means of our packet tracing method. 

If  our sampling technique were perfect, then the 
fraction of  REQ-ALL messages, the fraction of ALL-M 
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messages, and the fraction of GIVEBACK messages 
would all be the same. This is because every request 
will sooner or later be granted and every allocation will, 
possibly after repeated use, be returned. The amount  
by which these fractions differ gives an indication of the 
accuracy of our sampling method. Table II shows that 
slightly more than 50 percent of all multipacket mes- 
sages which enter the A R P A N E T  do not need to 
request a buffer allocation at the destination IMP since 
such an allocation is already waiting at the source IMP 
to be used. Phrased differently, we can say that slightly 
less than 50 percent of all piggy-backed ALLOCATEs 
are not used by the source IMP and returned after a 
time-out of 125 msee to the destination IMP. This 
means that a much larger fraction of  multipacket mes- 
sages must wait for the necessary buffer allocation 
than one would have hoped in order to achieve a high 
throughput. There are two possible explanations for 
this behavior: (1) transfer of files which demand a long 
sequence of  multipacket messages are relatively in- 
frequent, (2) the time-out interval of 125 msec is too 
small compared to the HOST reaction time. 

The large number of ALLOCATEs  for single- 
packet messages is in agreement with the observations 
reported in [16]. Since the IMPs obviously are not 
short of  reassembly buffers, all these ALLOCATEs  are 
due to single-packet messages which arrive out of order 
at their destination IMP. The fraction of ALLOCATEs 
for single-packet messages has decreased lately since 
the IMP program has recently been modified in such a 
way that continued retransmission of single-packet 
messages is no longer possible. 

A surprisingly large fraction of subnet control 
messages are INCTRANS which signal the source 
HOST that a message could not be delivered correctly 
to its destination HOST. The data of Table II indicate 
that, on the average, every hundredth message which 
enters the A R P A N E T  will not reach its destination. 
The reason for this undesirable behavior is that many 
destination HOSTs are tardy in accepting messages. A 
HOST is declared down by its IMP if a message waits 
for more than 30 see on the HOST output  queue (from 
IMP to HOST) to be accepted. When this occurs, an 
INCTRANS control message is returned for every 
message that is waiting on the HOST output queue. 
(Future messages which reach the destination IMP after 
the HOST has already been declared down will generate 
a "destination dead" control message.) The frequent 
occurrence of incomplete transmissions is therefore not 
due to a failure of the subnet but is a result of 
the unresponsiveness of some of  the attached HOST 
eomputersJ 

Compared with the number of  incomplete trans- 
missions, the number of destination dead control 

1 For example, the "software halts" of the TENEX operating 
system, which are unusual conditions from which the system cannot 
recover without operator intervention, are a major source of HOST 
unresponsiveness [14]. 

messages is rather small. These D ES TD EA D  messages 
appear to be generated mainly in cases where one HOST 
wants to find out which other HOSTs are currently 
responding to net traffic, and thereby send a "probe"  
message to dead HOSTS. 

4. HOST-to-HOST Control Messages 

The packet tracing mechanism allows one to 
distinguish between HOST-to-HOST control packets 
and data packets (as well as subnet control packets). 
From the examination of several thousand samples it 
was determined that some 41 percent of  all HOST- 
to-HOST packets that traverse the network are NCP 
control commands. Here, we examine the frequency 
with which each command type is sent, in order to 
determine what might be done to reduce this type of 
overhead. 

In Table III we list the control commands, their 
length, and a short description together with bounds on 
their frequency of transmission. (For a more detailed 
description of NCP control commands, see [12].) The 
frequency of the HOST-to-HOST control commands 
was derived from the length of the corresponding con- 
trol messages as observed in the subnet. Since this 
method does not allow us to uniquely identify each 
control command, we can present only an upper and 
lower bound for the frequency of their occurrence. 

Most striking among the bounds in the table is the 
high frequency of the ALL (allocate) command. This 
phenomenon was reported, for instance, for the 
HARVARD-10 HOST in [22]. We now see that this is 
a network-wide characteristic. Let us consider the 
impact of  this phenomenon. 

The using up of network bandwidth has little effect 
since at the present time there is plenty to spare [11] 
(see Section 6). In Section 5 we show the effects of 
allocation size on available capacity. If  a user message 
is required to wait in the sending HOST until an ALL 
arrives from the receiving HOST, the effect would 
surely be noticeable. This may in fact be the case, and 
as such would contribute to some excessive delay as 
seen by users but would not be attributable to network 
delay alone. The fact that there are only about 2 data 
messages per ALL command indicates that the allo- 
cations contained therein are very small. Note that the 
allocation size is a variable which depends on the NCP 
implementation. 

Another consideration (possibly more important  
than the wasted network bandwidth and the extra 
waiting time for ALL control messages) is what portion 
of  the HOST I /O  and CPU bandwidth is spent in send- 
ing these overhead messages. The fewer messages sent 
and received by the NCP the smaller is the degradation 
to overall HOST performance. We noticed that even 
though the HARVARD-10 [22] sent a significant num- 
ber of  ALL type commands, its data buffer utilization 
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Table III. HOST/HOST Control Commands. 

Name Length ~ of total Function 
in bits 

RTS 80 3.2-7.5 

STR 80 

Sent from receiving HOST 
to sending HOST to set up 
a connection 

Sent from sending HOST 
to receiving HOST to set 
a connection 

CLS 72 3.2-7.5 Exchanged between re- 
ceiving HOST and send- 
ing HOST to close a con- 
nection 

ALL 64 63.8-79.0 Sent from receiving HOST 
to sending HOST to sig- 
nal the allocation of mes- 
sage and bit space. The 
sending HOST is re- 
stricted from sending 
more messages or bits 
than have been allocated 
to him by the receiving 
HOST 

GVB 32 0-10.0 Sent from receiving HOST 
as a request that the send- 
ing HOST give back all or 
part of its current alloca- 
tion 

RET 64 0-10.0 Sent from sending HOST 
to receiving HOST to 
return all or part of its 
allocation (response to 
give back) 

INR 16 1.2-7.3 

INS 16 

ECO 16 

ERP 16 

RST 8 

RRP 8 

ERR max 96 

NOP 8 

Interrupt command sent 
from the receiving HOST 
to the sending HOST 

Interrupt command sent 
from the sending HOST 
to the receiving HOST 

Echo command to deter- 
mine if some other HOST 
is ready for a network 
conversation 

Echo reply command re- 
turns data from the echo 
command to its sender 

Reset command for the 
reinitialization of NCP 
tables 

Reset reply command (re- 
sponse to reset com- 
mand) 

Error command 

No operation 

was in the range  o f  3 to  4 percent ,  i nd ica t ing  tha t  there  
is some excess capac i ty  to s tore  more  da t a  per  con-  
nect ion.  So i t  would  a p p e a r  tha t  the  H A R V A R D - 1 0  in 
pa r t i cu la r  could  send A L L s  con ta in ing  much  larger  
a l loca t ions  and thus  send m a n y  fewer con t ro l  messages.  
Pe rhaps  no t  all  the H O S T s  have  more  s torage  to al lo-  
cate  to  the N C P  inpu t  buffers, bu t  i t  would  be well to 
examine  these cons ide ra t ions  in de ta i l  for  each H O S T .  

Such an examina t i on  (i.e. the effect o f  a l loca t ion  
size) is of ten imposs ib le  wi thout  the a id  o f  an ins t ru-  
mented  NCP.  In case o f  the A R P A N E T ,  there  were 
several  decis ions  to be made  by  N C P  implementers .  
A m o n g  these were n u m b e r  o f  buffers and  buffer size 
per  connect ion ,  fixed or  dynamica l ly  a l loca ted  buffers, 
m a x i m u m  number  o f  a l lowable  connec t ions ,  etc. In  
each case decis ions  such as  these mus t  be tested to 
ascer ta in  their  val id i ty  or  to suggest  improvemen t s .  

In  conclus ion,  we note  tha t  mos t  N C P  con t ro l  
c o m m a n d s  sent  are  o f  the A L L  type.  There fo re  i f  one 
wants  to reduce the ove rhead  due to H O S T - t o - H O S T  
con t ro l  messages  the mos t  effective first s tep (within 
the  cur ren t  p ro toco l )  is to reduce the n u m b e r  o f  A L L  
type  messages.  Therefore ,  for  those  H O S T s  which can 
afford to  use larger  a n d / o r  more  buffers the answer  is 
s imply  to send larger  a l loca t ions!  

5. Calculated Line Overhead 

Let  us now der ive  a s imple fo rmu la  for  the line 
efficiency as a func t ion  o f  the traffic character is t ics .  
The  A R P A N E T  H O S T - t o - H O S T  p r o t o c o l  p rov ides  
for  a connec t ion -o r i en t ed  message exchange.  Thus,  
whenever  one process  decides  to send d a t a  to ano the r  
process ,  a connec t ion  mus t  first be set up  between these 
two processes  (by means  o f  the H O S T - t o - H O S T  con-  
t ro l  messages  RTS  and  STR) .  W h e n  all  the d a t a  has  
been sent, the connec t ion  is c losed (by means  o f  two 
CLS con t ro l  messages) .  F u r t h e r m o r e ,  da t a  can be 
t r ansmi t t ed  only  af ter  s torage  has  been a l loca ted  by 
the receiver  by means  o f  an A L L  H O S T - t o - H O S T  
con t ro l  message.  

Let  N be a r a n d o m  var iab le  represen t ing  the to ta l  
n u m b e r  o f  bits  tha t  are  to  be t r ansmi t t ed  and  let  A 
(also a r a n d o m  var iable  a m o n g  H O S T s )  be the n u m b e r  
o f  bi ts  tha t  is a l loca ted  per  A L L  con t ro l  message  by  
the receiving H O S T .  Then  the n u m b e r  o f  A L L  con t ro l  
messages  which mus t  be sent  f rom the receiver  to the  
sender  is 2 

a = r N / A 1 .  (1) 

Define X to be the  r a n d o m  n u m b e r  o f  da t a  bi ts  in a 
da t a  message.  N o t e  tha t  X mus t  be less than  or  equal  
to :  (a) N, the to ta l  n u m b e r  o f  t r ansmi t t ed  bits,  and  (b) 
A, the n u m b e r  o f  a l loca ted  bits,  and  (c) 8023, the  
m a x i m u m  n u m b e r  o f  d a t a  bi ts  per  message.  Define 

Is] is the usual ceiling function and is equal to the smallest 
integer greater than or equal to s. 
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Table IV. Line Overhead per Connection (in bits). 

Overhead per Message 

Message No. Level-0 Level-1 Level-2 RFNM 
Type Messages Overhead Overhead Overhead Overhead 

Total 
Overhead 

per 
Message 

RTS 1 104 80 40 + 80 168 
STR 1 104 80 40 + 80 168 
ALL ti 104 80 40 + 64 168 
Data ~ 104Y 80Y 40 168 
CLS 2 104 80 40 + 72 168 

472 
472 
456 
184Y -I- 208 
464 

Y to be the number of  packets per message; we have 

Y = [ ( X - I -  40)/10081. (2) 

0008 is the maximum number of bits per packet in the 
ARPANET) .  Define m to be the total number of  
messages to be transmitted; we have 

m = [ N / X ] .  (3) 

We denote the mathematical expectation E[ ] by an 
overbar, thus defining N, ~I, 4, Y, X, and m. 

Note that we have ignored all the overhead bits 
used for message padding. The number of  padding bits 
depends on the word length of the HOST computer. 
The exclusion of  padding has only a small effect on our 
computations below; as a consequence, our results may 
be viewed as being slightly optimistic. 

Table IV summarizes the line overhead involved in 
opening and closing a single connection and sending 
ALL control messages and data messages. 

Fig. 2. Average line efficiency as a function of .ft. 
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We assume that no HOST-to-HOST control mes- 
sages are piggy-backed together, as for example sending 
the first ALL together with the RTS which is done by 
several HOSTs. Our measurement data shows that 
over 80 percent of all HOST-to-HOST control messages 
contain only one control command. If  HOSTs maximize 
their message lengths (an assumption we shall make), 
we have 

X = min(N, A, 8023). (4) 

We define the average line efficiency E as the ratio of 
the total average number of data bits to the total 
average number of  data plus overhead bits. Assuming 
that all the connections in the A R P A N E T  can be 
described by the two variables N and ,/, we make the 
following simple definition for the average line ef- 
ficiency (see Table IV): 

E = N / [ N  + 456a + (184Y + 208)m + 1872]. 

Here, 4564 is the line overhead due to ALL commands, 
(184 Y + 208)m is the line overhead due to the over- 
head characters in data messages, and 1872 bits is the 
line overhead due to the opening and closing of  a con- 
nection (one RTS one STR and two CLSs). Figure 2 
shows the line efficiency E as a function of  A7 for selected 
values of ~/. The discontinuities in the curves are 
caused by message and packet boundaries. For  ,,I >_ N 
only one ALL control message is necessary. Therefore 
the line efficiency is independent of , i  in this case. 
Note the low line efficiency for small values of  N. The 
line efficiency is only 0.32 percent if connections are 
used to transmit single characters (N = 8). Even for 
large values of N the line efficiency is very low if the 
allocation size ,,/ is small. This shows what a drastic 
effect an NCP controlled parameter (A) can have on 
the efficiency of  the communications subnet. A buffer 
shortage in the HOST computers can therefore directly 
lead to a decreased line utilization in the subnet. For  
the transfer of large quantities of  data with a suf- 
ficiently large allocation size, the average line ef- 
ficiency can be larger than 82 percent. 

Since our definition of  average line efficiency does 
not include the background traffic, we must subtract 
the average bandwidth for the background traffic f rom 
the given physical bandwidth before applying the cal- 
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Table V. Average Line Efficiency EI (in Percentage). 

8 1130 1000 o0 

8 0.93 1.83 1.98 2.00 
40 6.51 8.88 9.26 

100 10.55 18.60 20.33 
200 29.27 33.78 
500 44.64 56.05 

1000 49.21 63.45 
2000 72.46 
5000 81.59 
8023 82.69 

culated percentages. In the ARPANET,  the background 
traffic is 2.16 KBPS. The best possible bandwidth for 
process-to-process communication is therefore 82.69 
percent of 47.84 KBPS or 39.56 KBPS. This corresponds 
to a 79.12-percent utilization of the 50 KBPS lines. 

Let us now consider the case where connections are 
used for a long interactive use of a HOST computer. 
In this ease the overhead for opening and closing con- 
nections can be neglected. The line efficiency is not 
determined by N, the total number of transmitted bits, 
but by the average size X of each interactive message. 
The formula for the average line efficiency can now be 
simplified: 

E~ = 1/[1 + 456/ / /  -t- (184Y -I- 208)/X]. 

Table V shows the average line efficiency, E~, for inter- 
active use as a function of g a n d / / .  Part  of this table 
is empty since the average message size X can never 
be larger than the average allocation size //. We again 
notice the decreased line efficiency for small values of 
//. However, even foi" / /  = oo the line efficiency is 
only 2.00 percent if the messages are sent one character 
at a time. 

We expect the line efficiency of the A R P A N E T  as 
it is now being used to be rather low for the following 
two reasons: (1) the character-at-a-time mode of com- 
munication with the TENEX systems, which represents 
a significant part of the total traffic, decreases the 
average number of data bits X, and (2) the small 
buffer space in the TIPs decreases the average number 
of  allocated bits //. Section 6 presents measurement 
results on the line efficiency in the ARPANET.  

6. Measured and Projected Line Overhead 

As we have seen, the line efficiency in the ARPANET 
lies somewhere in the wide range between less than 1 
percent and almost 79 percent. Let us now turn to 
measurement results that will allow us to calculate the 
current line efficiency. These results refer to the ARPA- 
NET as of May 1974 with 46 IMPs and 51 full duplex 
channels. To simplify matters, we make the following 
additional assumptions: (a) all lines have the same 

speed (50 KBPS);  (b) all IMPs and lines are up; (c) 
the overhead for status reports can be equally allocated 
to all lines. 

Table VI gives a breakdown of all the bits trans- 
mitted per second in the A RP A N ET according to the 
line overhead classification of  Table I. These numbers 
represent an average over all 102 simplex lines. The 
contributions of the background traffic to the total 
traffic can be directly derived from Table I. For  the 
status reports we assumed that they are, on the average, 
sent over 6.25 hops before they reach the Network 
Control Center (this number was computed for the 
topology of the A R P A N E T  in May 1974). The average 
number of packets per second per channel was measured 
to be 4.27 pkt/sec (excluding status reports). From this 
we easily derive the level-0 line overhead. The fact that 
49.15 percent of  all transmitted packets represents 
subnet control messages allows us to determine the 
level-1 line overhead. The average number of  bits per 
second per channel, excluding level-0 and level-1 line 
overhead and background traffic, was measured to be 
454.28 bits/see. 87.02 percent of all packets are the 
first packet of a message and therefore carry the 
additional 40 bits of HOST-to-HOST protocol over- 
head. As previously stated, 41 percent of all packets 
exchanged between HOSTs are HOST-to-HOST con- 
trol messages with an average length of 93.5 bits (ex- 
cluding the 40 bits of HOST-to-HOST overhead). 
These numbers allow us to determine the level-2 line 
overhead and from this we can determine the number 
of data bits exchanged between processes. 

As can be seen from Table VI, about  64 percent of 
the traffic currently being carried by the A R P A N E T  is 
background traffic. A large percentage of the back- 
ground traffic is due to routing messages. The number 
of data bits per second is only about  one half of  one 
percent of  the line capacity. The line utilization includ- 
ing all types of overhead is 6.73 percent. (As mentioned 
before, this does not include the extra routing messages 
that are sent when the line utilization is low.) 

Because of the low line utilization, some of these 
numbers might be misleading. Therefore let us try to 
assess the effect of increasing the load on the subnet. 
While the background traffic is held constant, we will 
assume that the level-0, level-l, and level-2 line over- 
head as well as the data bits are increased proportionally 
until the line utilization is 100 percent. In this way we 
obtain an estimate for the overhead characteristics in a 
saturated net, the traffic characteristics being unchanged. 
The result of this traffic projection is displayed in 
Table VII. 

It is interesting to note that about 35 percent of all 
transmitted characters are now due to IMP-to-IMP 
(level-0) transmission control. The best line efficiency 
(i.e. percentage of  data bits) one can hope to achieve is 
about 20 percent (a conservative estimate of the 23.44 
percent shown), because the delay increases indefinitely 
as the net saturates. This, of course, is an average 
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number. In particular cases one may get a far better 
line utilization. However, if the overall traffic charac- 
teristics remain constant, not more than roughly 10 
of the 50 KBPS will, on the average, be available for 
process-to-process communication. Note also that the 
background traffic, which currently represents more 
than 64 percent of all the traffic, becomes almost 
negligible as the net saturates. 

7. Evaluation of  the Internetwork Protocol 

Recently a new HOST-to-HOST protocol has been 
described by Cerf and Kahn [2]; we will call it the 
"internetwork protocol." A detailed specification of 
this protocol was worked out by Cerf, Dalai, and 
Sunshine [3]. The internetwork protocol tries to 
eliminate some of the difficulties which have been 
experienced with use of the ARPANET HOST-to-HOST 
protocol. It also provides for the exchange of messages 
between dissimilar computer communication networks. 
In this section we summarize the salient features of the 
internetwork protocol, and then evaluate its overhead 
characteristics and compare these with those for the 
ARPANET. 

We wish to single out and discuss the following five 
stated features of the internetwork protocol: (a) no 
connection setup, (b) full-duplex connections, (c) flow 
control, (d) addressing structure, and (e) internetwork 
communication. 

(a) Under the internetwork protocol it is not neces- 
sary to exchange special control commands before the 
sending of data messages can take place. The first 
message is simply marked with a bit in the message 
header which requests that a connection be set up. The 
receiving TCP (Transmission Control Program, equiv- 
alent to the NCP in the ARPANET) is, of course, 
free to reject this request by returning a small "negative" 
control message. 

(b) In contrast to the ARPA HOST-to-HOST 
protocol, the internetwork protocol provides for full- 
duplex connections (called associations in [2]). Proces- 
ses which communicate over these connections use 
unbounded but finite length messages. These messages 
can be subdivided into packets whose minimum size is 
equal to the message header. 

(c) The internetwork protocol uses a flow control 
scheme which is tightly coupled with the reassembly, 
sequencing, and retransmission of messages and the 
duplicate detection. In the case of the ARPANET, most 
of these functions are provided in the communications 
subnet. Thus, the internetwork protocol was designed 
for less sophisticated subnet control procedures. This 
flow control and acknowledgment scheme is similar to 
that used by the French CYCLADES system [4, 18]. 

(d) The internetwork protocol provides for a richer 
addressing structure. The 8-bit HOST addresses of the 
ARPANET are replaced by 16-bit TCP addresses. It 

Table Vl. Line Overhead in the A R P A N E T  (May 1974). 

% o f l i n e  
Line bandwidth  capaci ty  

Category  Name Bits/see Sum % Sum 

Level-0 SYN 68.32 444.08 0.14 0.89 
S T X / E T X  136.64 0.27 
H-checksum 102.48 0.20 
ACK-heade r  68.32 0.14 
S-checksum 68.32 0.14 

Level-I Packet header 173.60 308.00 0.35 0.62 
Subnet  cont ro l  134.40 0.27 

Level-2 HOST~HOST 75.53 158.72 0.15 0.32 
pro tocol  
H O S T / H O S T  83.19 0.17 
cont ro l  

Background  

Da ta  

Rout ing  1812.50 2160.96 3.63 4.32 
messages 
1HY 237.50 0.48 
Status repor ts  110.96 0.22 

(Nonoverhead 295.56 295.56 0.59 0.59 
bits) 

Total Sum: 3367.32 6.73 

Table VII. Projected Line Overhead.  

Category  

Level-0 

% of  line 
Line bandwidth  capaci ty  

Name Bits/see Sum % Sum 

SYN 2709.28 17610.30 5.42 35.22 
STX/ETX 5418.55 10.84 
H-checksum 4063.92 8.13 
ACK-heade r  2709.28 5.42 
S-checksum 2709.28 5.42 

Level-I Packet  header  6884.23 12213.95 13.77 24.43 
Subrtet cont ro l  5329.72 10.66 

Level-2 H O S T / H O S T  2995.19 6294.15 5.99 12.59 
Protocol  
H O S T / H O S T  3298.96 6.60 
Contro l  

Background Rout ing  1812.50 2160.96 3.63 4.32 
messages 
IHY 237.50 0.48 
Status reports  110.96 0.22 

Da ta  (Nonoverhead 11720.64 11720.64 23.44 23.44 
bits) 

Total Sum: 50000.00 100.00 

is possible that several TCPs reside in the same HOST 
(e.g. in several virtua! machines). The 12-bit message 
identification of the ARPANET is replaced by a 24-bit 
process/port identification. 

(e) The internetwork protocol was designed to 
allow an exchange of messages between networks of 
different characteristics. To deal with the problem of 
having different maximum packet lengths in different 
networks, the notions of a gateway, message splitting, 
and packet splitting were introduced [2]. The message 
header provides for a 16-bit source/destination net- 
work address. 

Figure 3 shows the format of the header for the 
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Fig. 3. Suggested header for the internetwork protocol. 
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Fig. 4. Projected overhead characteristics of the internetwork 
protocol without change to subnet. 
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internetwork protocol as defined in [3]. The function 
of most of the fields in this header has already been 
mentioned or is self-explanatory. Bits 32 through 47 
("packet sequence number") and 112 through 143 
("current window size" and "next expected sequence 
number") contain information relating to HOST-to- 
HOST acknowledgment and flow control. The "con- 
trol data" field is used for such purposes as opening, 
closing, and resetting of connections, process inter- 
ruption, echoing, error indications, etc. The entire 
header is 192 bits long. We assume that these 192 bits 
replace the 40-bit HOST-to-HOST protocol overhead 
described in Section 2. We will, however, neglect the 
fact that this replacement increases the average number 
of packets per message. (Histograms of message length 
show that this increase is only about 1 percent.) 

Let us now evaluate the effect that a replacement 
of the current ARPA HOST-to-HOST protocol by the 
internetwork protocol would have on the ARPANET 
line efficiency. Since the internetwork protocol in- 
corporates some of the functions which are currently 
provided by the communications subnet, we will also 
consider the case where these functions have been re- 
moved from the subnet control procedures. 

The internetwork protocol does not define separate 
control messages for HOST-to-HOST acknowledgment 
and flow control. Since full-duplex connections are 
used, this data can be piggy-backed on the traffic in 
the reverse direction. When, however, there is no data 
waiting to be sent in the reverse direction, then a special 
acknowledgment message must be transmitted which 
carries only control information. Thus we expect the 
overhead characteristics of the internetwork protocol 
to be a function of the fraction of piggy-backed acknowl- 
edgments. Only measurements will show how large this 
fraction is for different types of network use. 

Figure 4 shows the extrapolated overhead charac- 
teristics of the internetwork protocol without changes to 
the subnet as a function of the fraction of piggy-backed 
acknowledgments. In order to compare these curves 
with the current ARPANET system, the values of 
Table VII are also indicated in Figure 4. The percentage 
of data traffic ranges between 19.7 percent (no piggy- 
backed acknowledgments) and 31.7 percent (all 
acknowledgments are piggy-backed). At least 42 percent 
of the acknowledgments must be piggy-backed to 
achieve a better average line efficiency than the current 
HOST-to-HOST protocol does. Note the large per- 
centage of level-2 line overhead for the internetwork 
protocol which is due to the long header (compared 
with the current HOST-to-HOST protocol header). 

Let us now consider the possible changes to the 
ARPA communications subnet if the current ARPA- 
NET HOST-to-HOST protocol were replaced by the 
internetwork protocol. (It remains to be seen whether 
or not these changes are feasible in an operating en- 
vironment.) Since the internetwork protocol provides 
for message acknowledgment on the HOST level of the 
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communicatior~s hierarchy, it is no longer necessary for 
the subnet to send RFNMs to the source HOSTs. If  
we now assume that flow control in the subnet does not 

100.0 
depend on these RFNMs as, for instance, in the NPL 
network [6, 19], then the sending of  RFMNs  from the 
destination IMP to the source IMP becomes super- 
fluous. Since message reassembly is done on the HOST 
level, the allocation of  storage at the destination IMP BOO 
becomes less critical. We will therefore also assume "' 
that no subnet control messages for buffer allocation ~= 
need to be exchanged. However, "destination-dead" o 
and "incomplete-transmission" control messages are -~ 

< 60.0 
still useful. Because of  their low frequency they will be ,5 
neglected. If  there is no message control in the subnet, ~ _ 
the size of the packet header can be decreased sub- 
stantially. We will assume the current 80-bit packet 
header can be replaced by a 32-bit packet header. ~ ,0.0 

Figure 5 shows the extrapolated overhead charac- 
teristics of  the internetwork protocol with the above ~, 
mentioned changes to the subnet. Note the large re- 

> 

duetion of level-I overhead and (to some extent) 
20.0 

level-0 overhead. With the modified subnet the per- 
centage of  data traffic ranges between 28.6 percent (no 
piggy-backed acknowledgments) and 42.7 percent (all 
acknowledgments are piggy-backed). This means that 
in this case the internetwork protocol is superior, in 
terms of  line efficiency, to the current HOST-to-HOST 
protocol (with only 23.4 percent of data traffic) for the 
observed traffic characteristics, independently of the 
fraction of  piggy-backed acknowledgments. 

We have evaluated only the line overhead char- 
acteristics of this proposed protocol under the current 
traffic pattern in the ARPANET.  It must be stressed 
that line overhead is not the only consideration one 
should make in evaluating the operating characteristics 
of a protocol. 

8. Conclusions 

It has been argued that there should be no difference 
between process communication within a HOST and 
process communication over a network [15]. From a 
logical point of  view this may be the right approach. 
As far as the efficient use of resources is concerned, 
such an approach may have disastrous results. In this 
sense the network is not transparent to interprocess 
communication. Rather the HOSTs must be aware of  
the fact that the allocation of network resources re- 
quires the same care as the allocation of any other 
resource. It appears that in some cases the freedom 
which the A R P A N E T  protocols provide its imple- 
menters has been misused. In order to reduce the 
overhead, much more thought must be spent on the 
ej~cient implementation and use of net work protocols, 
rather than only on their feasibility. 

Although the overhead can be decreased, the 
designers of  computer networks must realize that a 

Fig. 5. Projected overhead characteristics of the internetwork 
protocol with change to subnet. 
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significant percentage of  the line utilization will always 
be needed for control information. The exact amount  
of the overhead depends critically on the type of 
traffic (or traffic mix) the network is intended to carry. 
Only a careful study will reveal what part of the physical 
bandwidth is actually available for user-process to 
user-process communication. For  the A R P A N E T  we 
have shown that the average line efficiency can be as 
low as 1 percent for single-character traffic and as 
high as 79 percent for efficient file transfers. Assuming 
that the traffic characteristics remain unchanged, we 
were also able to show that the A R P A N E T  is able to 
support little more than 10 KBPS user-to-user traffic on 
its 50 KBPS lines. Inefficiencies such as those discussed 
in this paper have already prompted a reexamination 
of  some of the higher level protocols [17]. In view of 
these results we hope that in the future the design, 
implementation, and use of communication protocols 
take more account of the effect of overhead on the 
user-to-user throughput  and thereby improve the net- 
work performance. 
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An Anomaly in Disk 
Scheduling: A Comparison of 
FCFS and SSTF Seek 
Scheduling Using an Empirical 
Model for Disk Accesses 
Neil C. Wilhelm 
University of Rochester 

A model for disk accesses based on published meas- 
urements is developed. The model is used to show that 
under highly probable conditions, FCFS seek scheduling 
is superior to SSTF scheduling in the sense of having a 
lower mean queue length. A simple example of an arrival 
sequence illustrating this anomaly is presented. 
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Introduct ion 

Cons ide rab le  effort  has  been expended  in the in- 
vest igat ion and  analysis  o f  seek schedul ing s t ra tegies  for  
mov ing-head  disks,  because  the m a x i m u m  seek t ime 
may  be an order  of  magn i tude  greater  than  the expected  
ro t a t i ona l  delay.  A number  of  schedul ing  techniques  
have been devised by  Denn ing  [1 ], F r a n k  [2], and  Teorey  
and  P inke r ton  [3], to reduce the effects of  the seek t ime 
on d isk  system per formance .  A good  s u m m a r y  of  seek 
schedul ing rules m a y  be found  in [4]. Some cons ide ra -  
t ion has  also been given to reduc ing  la tency  t ime effects 
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