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ABSTRACT

Radio communication is considered as a method for
providing remote terminal access to computers. Digital
byte streams arc partitioned into packets (blocks) and
transmitted in a burst mode over a shared radio chan-
nel. When many terminals operate in this fashion,
transmissions mray conflict with and destroy each other.
A means for controlling this is for the terminal to
sense the presence of other transmissions; this leads
to the Carrier Sense Multiple Access (CSMA) method for
multiplexing in a packet radio environment. Three pro-
tocols are described for CSMA and their throughput-
delay characteristics are given.

1. INTRODUCTION

- Large computer installations, cnormous data banks,
and extensive national computer networks are now becom-
ing available. They constitute large expensive re-
sources which must be utilized in a cost/effective
fashion. The constantly growing number of computer
applications and their diversity render the problem of
accessing these large resources a rather fundamental
one. Prior to 1970, wire connections were the princi-
pal means for communication among computers and between
users and computers. The Teasons were simple: dial-
up and leased telephone lines were available and could
provide inexpensive and reasonably reliable communica-
tions for short distances, using a recadily available
and widespread technology. It was long recognized that
this technology was inadequate for the needs of a
computer-communication system which is required to han-
dle bursty traffic (i.e., large peak to average data
rates). For cxample, the inadequacies included the
long dial-up and connect time, the minimum three-
minute tariff structure, the fixed and limited data
rates, etc, However, it was not until 1969 that the
cost to switch communication bandwidth dropped below
the cost of the bandwidth being switched.l At that
time, the new technology of packet-switched computer
networks emerged and developed a cost/effective means
for connecting computers together over long distance,
high speed lines. However, these networks did not
solve the local interconnection problem; namely, how
can one efficiently provide access from the user to
the nctwork itself? Certainly, one solution is to use
wire connections here also. An alternate solution is
the subject of this paper; namely, ground radio packet
switching. :

Thus, we wish to consider radio communications as
an alternative for computer and user communications.
The ALOHA System‘ appears to have been the first such
system to employ wircless communications. The advan-
tages in using broadcast radio communications are many:
casy access to central computer installations and com-
puter networks, collection and dissemination of data
over large distributed geographical arcas independent
of the availability of preexisting (telcphonc) wire
networks, the suitability of wircless connections for
communications with and among mobile uscrs (a constant-
ly growing arca of intcrest and applications), easily
bypassed hostile terrain, ctc. Perhaps, the broadcast
property is one of the most important.

*This research was supportcd by the Advanced Research
Projects Agency of the Departrent of Defense under
Contract No. DAHC15-73-C-0368.

Consider now an environment consisting of a nunber
of (possibly mobile) users in line-of-sight and within
range of each other, all commumicating over a2 (broad-
cast) radio channcl. The classical approach for satis-
fying the requirement of two users who need to comruni-
cate is to provide a communicatjon channel for thcir
use so long as their need continues (line-switching).
Howvever, the mcasurcments of Jackson and Stubbs® show
that such allocation of scarce communication resources
is extrcemely wasteful. Rather than providing channels
on a user-pair basis, we much prefer to provide a
single high-speed channel to a large nutter of users
which can be shared in some fashion. This, then, zllows
us to take advantape of the powerful '"large number laws"
which state that with very high probability, the denand
at any instant will be approximately equal to the sum
of the average demands of that population. We wish to
take advantage of thesc gains due to resource sharing.

Of intcrest to this paper is the consideration of
radio channels for packet switching (also called Packet
Radio Channels). A packet is merely a package of data
prepared by one user for transmission to some other
user in the system. As soon as we deal with shared
channels in a packet-switching mode, then we must be
prepared to resolve conflicts which arise when more
than one demand is simultaneously placed upon the chan-
nel. In packet radio channels, whenever a porticn of
one user's transmission overlaps with another user's
transmission, the two collide and “destroy" each other.
The existence of some acknowledgement scheme pernmits
the transmitter to determine if his transmission was
successful or not. The problem we are faced with is
how to control the access to the channel in a fashion
which produces, under the physical constrzints of sim-
plicity and hardware implementation, an acceptable
level of performance. The difficulty in controlling a
channel which must carry its own control infermation
gives rise to the so-called random access modes. A
simple scheme, known as "pure ALOHA", permits users to
transmit any time they desire. If, within some appro-
priate time-out period, they receive an acknowledgement
from the destination, then they know thzt no conflicts
occurred. Otherwise, they assume & collision occurred
and they must retransmit. To avoid continuously re-
peated conflicts, some scheme must be deviscé for intre-
ducing a random retransmission delay, spreading the
conflicting packets over time. ., A second method for
using the radio channel is to modify the completely un-
synchronized use of the ALCHA channel by "slotting"
time into segments whose duration is exactly equal to
the transmission time of a single packet (assuming con-
stant length packets). If we require each user to
start his packets only at the beginning of a slot, then
when twe packets conflict, they will overlap completely
rather than partially, providing an increzse in channel
efficiency. This method is referred to as 'slotted
ALOHA". 4,5

The radio channcl as considered in this paper is
characterized as a high-specd capacity channel with a
prepagaticn delay between any source-destination pair
which is very small comparcd to the packet transmission
tirc.* This suggests a third approach for using the

*Consider, for example, 1000 bit packets transmitted
over & channel operating at a speed of 100 Kb/s. The
transmission time of a packet is then 1C mseconds. If
the waximum distance bciween the source and the destina-
tion is 10 miles, then the (continued on next shect)
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channel; namely, the Carrier-Sense Multiple Access
(CSMA) made.  In this scheme one attempts to avoid col-
lisions by listening to (i.e., 'sensing'") thc carrier
duc to another uscr's transmission. Based on this
informaticn about the state of the channcl, one may
think of various actions to be taken by the terminal.
Three protocols will be described and analyzed which

we call “persistent" CSM\ protocols: the )-Persistent,
the non-Persistent, and the p-Persistent CS'A.  Below,
we present the protocols, ciscuss the assumptions, and
finally display the throughput-delay performance for
each.

- 2. TRANSMISSION PROTCCOLS AND
SYSTFM ASSUNMPTIONS

The various protocols considered differ by the ace
tion (pertaining to packet transmission) that a terminal
takes after sensing the channel. When a2 terminzl learns
that its transmissjon wus unsuccessful, it reschedules
the transmission of the packet according to a randomly
distributed transmission delay. At this new point in
time, the transmitter scnses the channel and repeats
the algorithm dictated by the protocol. At anyv instant
a terminal is called a rcady terminal if it has a pac-
ket ready for transmission zt this instant (cither a
new packet just generated or a previously cenflicted
packet rescheduled for transmission at this instant).

any one time, either be trans-

t not both simultaneouvsly).
However, the delay ‘red te switch from cone mode to
the other is negligible. All packets arc of constant
length and arc transmitted over an assured noiseless
channel (i.e., the errors in packet reception caused
by random noisec are not cousidered to be a serious
problen and are neglected in comparison with errors
cauc~d by overlap interiercnce). The systen assunes
non-czpturc (i.e., the overlap of any fraction of two
packets results in destructive interference and both
packets rmust be retransmitted). Ve further simplify
the probler by assuming the propagation delay (small
compared to the packet transmission time) to be identi-
cal* for all source-destination pairs.

A terrminal
mitting or rccel

The 1-Persistent CSMA protocol is devised in order
to (presunably) achicve acceptable throuzhput by never
Jetting the channel go idle if some ready terminal is -
available. More precisely, a ready terminal senses the
channel and operates as follows:

* If the channel is sensed idle, it transmits the
packet with probability one.

* If the channel is sensed busy, it waits umtil
the channel goes idle (i.e., persisting on
transmitting) and only then transmits the pac-
ket (with probability one -- hence, the name,
1-Persistent).

A slotted version of the l1-Persistent CSMA can be con-
sidered in which the time axis is slotted and the slot
size is T seconds (the propagation delay). All termi-
nals are synchronized and are forced to start transmis-
sion only at the beginning of a slot. When a packet's
arrival occurs during a slot, the terminal senses the

*By considering this constant propagation delay cqual
to the largest possible, one gets lower (i.e., pessi-
mistic) bounds on performance.

(cont'd from preceding shect) (speed of light) packet
propagation delay is of the order of 54 pseconds. Thus
the propagation dclay constitutes only a very small
fraction (a = .005) of the transmission time of a
packet.

channel at the beginning of the next slot and operctes
according to the protocol described ahove.

We next consider the non-Persistent €S (or carrier
sense with randomized rescnsing delauyj. wije the pre-
vious protocol was mcant 1o make "full" uce of “he chan-
nel, the idea here is to limit the interfercice arong
packets by always rescheduling a pachet which find:s the
channel busy upon arrival. lowever, thic schene may

introducce idle periods between two conecutive neon-
overlapped transmissions. MNore preciscly, a ready ter-
minal scnses the channel and operates as follows:

* If the channcl is sensed idlc, it Tranemits the
packet.

« If the channel is scnsed busy, then the terminal
schedules the retransmission of the pucketr to
some Jater time according to the retrunsmicssion
delay distribution. At this new point in tirc,
it scnses the channel and repeats the algoriths
described.

Last, we consider the p-Persistent CS'% (or carrier
sensc with initial random transmission dolav
previous protocols differ by the prohalility (cne or
zero) of not reschedunlinp a packet which up
finds the channel busy. In the case of 2 I-Persistent
CSMA, ve note that whenever two or morc terminzls be-
come rcady during a transmission period, they wai
the chznnel to become idle (at the end of
mission) and then they 2] transmit with
one. A conflict will azlsc occur with proctil
The idea of randomizing the starting time
sion of packets accunulating at the ¢nd o
sion period suggests itself for interfcre
and throughput improvement. Tne scherme censi
including an additional parameter p, the p
that a rcady packet persisis (l-p being the &
of delaying transmission by 1T seconds). The pa
meter p will be chosen so as to reduce the Jleve
interference while keeping the idle periods between any
two consccutive non-overlapped transmissicns as srall
as possible.
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More precisely, the protocel consists of the fol-
lowing: the time axis is slotted wherc the slot size
is 1 seconds. For simplicity of analysis, we con-
sider the system to be synchronized such that al] pac-
kets begin their transmission at the beginning of a
slot.

Consider a ready terminal:

* If the channel is sensed idle, then

-- with probability p , the terminzl] trans-
mits the packet.

-- with probability 1-p , the terminal delays
the transmission of the packet by T
seconds (i.e., one slot). 1If at this new
point in time, the channel is-still detected
idle, the same process above is rcpeated;
otherwise, some packet must have started
transmission, and our terminal schecules
the retransmission of the packet according
to the retransmission delay distribution
(i.c., acts as if it had conflicted and
learned about the conflict).

* If the rcady terminal senses the channel busy,
it waits until it becomes idle (at the ené of
the current transmission) and then operates as
above.
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3., TRAFFIC MODEL: ASSUMPTIONS AND NOTATION

In the previous section, we identificd the system
protocols, operating procedure and assumptions. Here
we characterize the traffic source and its underlying
assumptions.

We assume that our traffic source consists of an
infinite number of users who collectively form an inde-
pendent Poisson source with an aggregate mean packet
gencration rate of A pachets/second. This implies
that each uscr will penerate packets infrequently and
each pachet can be successfully transmitted in a time
interval much less than the average timec between suc-
cessive packets generated by a given user. Thus, each
user in the infinite population will have at most one
packet requiring transmission at any time (including
any previcusly blocked packet).

In addition, we characterize the traffic as fol-
lows. We have assumed that each packet is of constant
length requiring T seconds for transmission. Let
S =AT. S is the average number of packets generated
per transmission time, i.c., the input rate normalized
with respect to T . If we were able to pcrfectly sche-
dulec the packets into the available channel space with
absolutely no overlap or space between the packets, we
would have S =1 ; thereforc, we also refer to S as
the channel] utilization, or throuchput. The maximum
achievable throughput for an access mode is called the
capacity of the channel under that modc.

Since conflicts can occur, some acknowledgement
scheme is necessary to inform the transmitter of its
success or failure. We assume a positive acknowledge-
ment scheme*: 1f within some specified delay (an ap-
propriate time-out period) after the transmission of a
packet, a user does not reccive an acknowlcdgement, he
knows he has conflicted. If now hc retransmits imme-
diately, and if all uscrs behave likewise, then he will
definitely be interfered with again (and forever!).
Consequently, each user delays the transmission of a
previously collided packet by some random time whose
mean is X (chosen, for exarmple, uniformly between 0
= 2X) . As a result, the traffic offered to
the channel from our collection of users will now con-
sist of new packets and previously collided packets.
This increcases the mean offered traffic rate to G
packets per transmission time T , where G 2 S .

Our two further assumptions are:

(A1) Thc average retransmission delay X is
large compared to T .

(A2) The interarrival times of the point pro-
cess defined by the start times of all
the packets plus retransmissions are inde-
pendent and exponentially distributed.

We wish to solve for the channel
system using various access protocols.
scction 4 by solving for S in terms of G (as well
as the other system parameters). The channel capacity
is then found by maximizing S with respect to G.
From the (S, G) relationship, we have S/C which is
merely the probability of a successful transmission
and G/S which is the average number of times a packet
must be transmitted (or scheduled) until success.
Furthermore, in scction 5, we discuss delay and give
the throughput-delay tradcoff{ for these protocols.

capacity of the
This we do in

So far, we have defincd the following important

system variables: S, G, T, X, 1, and p. Without loss

*IThe chunnel for acknowledgement is assumed to be
scparate from the channel we arc studying (i.e.,
acknowledgements arrive reliably and at no cost).

"throughput of 1/(2e) = .184 (at G =

of generality, we choose T =1 . This is cquivalent
to expressing time in units of T . We may express X
and T in these normalized time units as & = X/T and
a= 1/T.

4, THROUGHPUT ANALYSIS

4.1 ALOHA Channels, In the pure ALOHA access mode, each
terminal transmits its packet over the data channel in a
completely unsynchronized manner. Under the system and
model assumptions, we can calcudate the probability that
a given packet interferes with:another pachet as follows,
A given packet will overlap with another packet if there
exists at least one start of transmission within T
seconds beforc or after the start time of the Eivcn
e

packet. Since the traffic is Poisson, we hav
R )
which also shows that purc ALOHA achieves a maximum

1/2)-

In slotted ALOHA, if two packets conflict, they
will overlap completely rather than partially. The
throughput equation becomes

S = Ge=© (2)

and was first obtained by Robcrtss
Abramson's result in Eq. (1).
is incrcased to 1l/e = .368 (at G =
4, we plot the throughput S versus
the following systems.

who extended

The maximum throughput
1). Below, in Fig.
G for thesc and

4.2 1-Persistent CSMA. The arrival of any packet, new
or rescheduled, in l-Persistent CSMA, as in the ALOHA
systems, results in an actual transmission. Again, G
is the measurc of total channel traffic. For the analy-
sis, we identify the busy and idle periods (see Fig. 1)

UNSUCCESSFUL

SUCCESSFUL UNSUCCESSFUL
TRANSMISSION , TRANS!USSION | TRANSAKISSION
: PERIOD l PERIOD I PERIOD
e s 1 {T s I TIME
—— R et 1 ]
BUSY PERIOD —————————————a—{ IDLE
PERIOD

Fig. 1. 1-Pernsistent CSHA

as well as the condition for success over a transmis-
sion period as shown in Fig. 1; in this and succeeding
figures, the vertical arrow (%) indicates the event of
a terminal becoming ready. We have shown6,7 that the
throughput is given by

-G(1+2a)
-G(1+a)
(3)

Note that by using an upper bound on the propagation
delay, we get a pessimistic expression for channcl uti-
lization. Similarly, for the slotted l-Persistent CSMA
the throughput equation is given by

Ge-c(mn[l A e'aG]
(1 + a)(l - e‘ac) + ae—G(]+a)

S = G[1 + G+ aG(1l + G + aG/2)]e
G +28) -« (Lot ™ o 3« it

S = (4)

The ultimate performance in the idcal case (a = 0), for
both slotted and unslotted versions, is
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ce‘c(z + G)

S = - (s)

Ge+e

S will
Below, in Fig. 4,
G for the non-slotted version when

For any value of a , the maximum throughput
occur at an optimum value of G .
we show S versus
a=0.01.

4.3 Non-Persistent CS'A Apain, we let G denote the
arriva! ratc of new und rescheduled packets. All arri-
vals, in this casc, do not necessarily result in actual
transmissions (a packet which finds the channel in a
busy state is rescheduled without being transmitted).
Thus, G constitutces the "offered'" channel traffic and
only a fraction of it ccnstitutes the channel traffic
itself. Let us develop the throughput equation for
this (simple) casc. Consider the time axis (see Fig. 2)
and let t be the time of arrival of a packet (packet
0) which finds both that the channel is idle and that no
other terminal has undertalen transmission. Any packet
arriving between t and t + a will find (sense) the
channel as unused, will transmit, and hence, will cause
a conflict. If no other terminals transmit a packet dur-
ing these a seconds (the "wvulnerable'" period), then
packet 0 will be successful. The probability that no

termina) transmits during these a seconds is e-aG ,
PACE T 0. ) TIME
<o
PACKET 1 | i TIME
| PACiiETn_ ] _ TIAE
(su) e I (R T TIME
[TR% ¢
2
IDLE PERIOD ——je——— BUSY
. PERIOD IDLE PERIODL—

Fig. 2. Non-Pensistent CSHA

Llet t + Y be the time of occurrence of the last
packet arriving between t and t + a . The trans-
mission of all packets arriving in (t, t + Y) will be
completed at t + Y + 1 . Only a seconds later will
the channe) be sensed unused. Now, any terminal becom-
ing ready between t + a and t+ Y + 1 + a will
sensce the channel busy and,hence, will reschedule its
packet. It is clear that the distribution function for
Y is

Pr {Y =y} = e-G(a-Y) (6)

which gives an average

Y=a- %-(l-e-ac) (7

The average duration of a busy interval is 1+ Y + a .
The average duration of an idle period is simply 1/G .
Thus, thc average cycle is 1 + Y + a + 1/G . The ex-
pected time during a cycle that the channel is used
without conflicts is e-3G ,  This divided by the ave-
rage cycle time is therefore S , the average throughput
in packets/transmission time. Using Eq. (7) we have

-aC
$ & Ge . (8)

G(1 +-2a) + gy

Notc that ;38 $ = G/() + G); this shows that when

a = 0, a throughput of 1 can be theorctically
attained for an offercd channel traffic cqual to infini-
ty. S versus G for a = O.Q] is plotted in Fig. 4.

4.4 p-Persistent CSMA Consider a transmission period
during which some packets arrive (See Fig. 3). The

S

TRANSMISSION

IRTD |=
Psmool I

JJ]IJJJJI’}]J]}IJ]"J]JJJ] TIME
HH VR m
. 1
IDLE PERIOD BUSY PERIOD IDLE
PERIOD

Fig. 3. p-Persistent CSHA

packets, having sensed the channel busy, accumulate at
the end of the transmission period, and then randomi:ze
the starting times of their transmission accerding to
the randornizing process described in section 2. This
randomization creates a random delay before a transmis-
sion period starts, called the initial random transmis-
sion delay (IRTD), during which the channel is '"wasted."
If, at the start of a new transmission period, two or
more terminals decide to transmit, then a conflict will
certainly occur. All other packets which have delaved
their transmissions by T seconds will then sense the
channel busy and will have to be rescheduled for trans-
mission by incurring a retransmission delay. Thus, at
the expcnse of crecating this initial random transmission
delay, we grecatly improve the probability of success
over a transmission period.

The approach for analysis consists, as above, of
identifying the busy and idle periods and the wasted
*time created by the initial random transmission delay,
and of determining the condition for success over a
transmission period.

1~

0.1-PERSISTENT
CSMA

0.03-PERSISTENT
CSMA

-
T

NON-PERSISTENT
CSMA

1-PERSISTENT CSMA

S (THROUGHPUT)
T

SLOTTED ALOHA

PURE ALOHA"

O | lm
I 1 10
G (OFFERED CHANNEL TRAFFIC)

RGN ERIT | 1 LT

Fig. 4. Channel Throughput (a = 0.01)
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For a given offered traffic G and a given 6.7
value of the parameter p , we can then detcrmine ’
the throughput S . When p = 1, the (slotted)
p-Persistent CSMA actually reduces to the slotted
l1-Persistent CSMA., We also note that for a = 0 , the
limit as p=+ 0 and G+ « will give S =1 (its
maximum possible value).

For each value of a , one can plot a family of
curves S versus G with parameter p . The capacity
(maximum throughput) for cach value of p can be numer-
ically determincd at an optimum value of G . The capa-
city is not very sensitive to small variations of p ;
for a = 0.01 , it reaches its highest value (i.e., the
channel cepacity for this protocol) at a value p = .03.
In Fig. 4, we plot S wversus G for a = 0.0]1 and for
p=0.03 and 0.1 .

Variation of Capacity with the Parzmrter a. WKhile the
capacity of ALOHA channels does not cepend on the pro-
pagation delay, the capacity of a CS!MA channel does.

An increase in a incrcases the vulnerzble period of a
packet. This also results in "older'" state channel
information from sensing.

a , the channel capa-
ke note

In Fig. 5, we plot, versus
city for all of the above random access modes.
that the capacity loss for ron-Persistent and
p-Persistent CSMA is more sensitive to incrcases in a
as compared to the l-Persistent scheme. Non-Persistent
CSMA drops below 1-Persistent for larger a . Also,
for large a , slotted ALCIA is superier to any CSMA
mode since decisions based on partially obsolecte data
are deleterious; this effect is due in part to our
assumptions about the constant propagation delay.

(For p-Persistent, numerical results are shown only

for a < 0.1 Clearly, for larger a , optimum
p-Pcrsistent is lower-bounded by l-Persistent.)
or )
.8

p-PERSISTENT CSMA

Ve

NON-PERSISTENT CSMA

s> .6 SLOTTED
g ] 1-PERSISTENT CSMA
g5 UNSLOTTED
& ~ 1-PERSISTENT
—, A - SLOTTED ALOHA . CSMA
W =
z
g 3
T
© o L PURE ALOHA
P
i
0 ) NS EE \ IS Y T W T8 1 1!
01 A 1
a
Fig. 5. Effect of Propagation Delay on Channel Capacity
S. DELAY CONSIDERATIONS
S.1 Delay Model. In the previous section, we analyzed

the performance of Carrier Scnse Multiple Access modes
in terms of maximum achievable throughput. We intro-
duce at this point the expected packet delay D
defined as average time from when a pachet is generated
until it is successfully received.

Our principal concern in this section is to inves-
tigate the trade-off between the average delay D and
the throughput S .

As wc have alrcady stated that for the correct
operation of the system, a positive acknowledpement
scheme is needed such that if an acknowledgement is not
received by the sendcr of a packet within a specified
period of time, then the pachet is retransmitted incur-
ring the random retransmission delay S |, introduced to
avoid repeated conflicts. For}the present study, it is
assumed that

(A3) the acknowledgement packets are always
correctly received with probability one.

The simplest way to accomplish this is to create a sepa-
rate channel* to handle acknowledgerment traffic. If
sufficient bandwidth is provided, overlaps between
acknowledgement packets are avoided, since a positive
acknowledgement packet is created only when a packet is
correctly received, and therc will be 2t most one such
packet at any given time. Thus, if T, denotes the
transmission time of the acknowledgement packet on the
separate channel, then the time-out for receiving a
positive acknowledgement is T + T+ T, + T , provided
that we make the following assumption:

(A4) The processing time needed to perforn the
sumcheck and to generate the aclnowledgement
packet is negligible.

Assumption (A2) further simplifies our delay
model by implicitly assuming that the probability of a
packet's success is the same whether the packet is new
or has been blocked, or interfered with any nurber of
times before; this probability is given by the through-
put equation, i.e.,

throuchput

P =§-=
s G offered traific
Let ¢ = T_/T. As an exarple, let us focus on the non-

Persistent CSMA mode. In order to treat all packet
arrivals in a uniform manner, we assume, in this case,
that when a packet is blocked, it behaves as if it
could transmit, and learned about its blocking only T
seconds after the end of its '"virtual" transmission.
With this simplification, the delay equation is

D(s) = (g'- 1)'(2a +1+a+8(S))+1+ a(g)

1+ G(1+23)eac from Eq. (8). Similar equa-

where s =
. 6,7
tions can be written for all other access modes ’‘.

Some comments are in order concerning these delay
equations. First, G/S as obtained from the throughput
equations rests on two important and strong assumptions
(Al) and (A2); namely, that 6 is infinite, or large
corpared to the transmission time ( in which case
delays are also large and wmacceptable); this gives us
our needed independence assumptions. On the other hand,
6 cannot be arbitrarily small. It is intuitively clear
that when a certain backlog of packets is present, the
smaller & is, the higher is the level of interfercnce
and, hecnce, the larger is the offered channel traffic
G . Thus, G = G(S, 6§) is a decreasing function of §

- such that the average number of transmissions per pac-

ket, EL§§—3),'dccrcases with increasing values of 6,

and reaches the asymptotic value predicted by the
throughput equation. Thus, for each S , a mininum

*assumed to be available
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delay can be achicved by choosing an optimal & . Such
an optimization problem is difficult to solve analyti-
cally, and simulation techniques have been employed in
order 1o study the effect 6 has on throughput and
delay.0»

Before we proceed with the discussion of simulation
results, we compare the various access modes in terms of
the average number of transmissions (or average nuzber
of schedulings®*) G/S . For this purposc, we plot G/S
versus S in Fig. 6 for the ALOHA and CSMA modes, when
a = 0.0 . Notc that CSMA modes provide lower values
for G/S than the ALOHA modes. Furthermore, for each
value of the throughput, there exists a valuc of p
such that p-Persistent is optimal. For small values of
s, p=1 (i.e., }-Persistent) is optimal. As §
increases, the optimum p decreases.

= NON-PERSISTENT CSMA

S .
]

0.03-PERSISTENT CSMA

0.1-PERSISTENT

~ CSMA

\ 1-PERSISTENT CSMA
| | | J
A4 .6 8 1

S (THROUGHPUT)

MEANNUMBEROFTRAN&WS&ONSANDSCHEDUUNG
T

Fig. 6. G/S Versus Thaoughput (a = 0.01)

5.2 Simulation Results. The simulation model is based
on all system assumptions presented in section 2. How-
ever, we relax assumptions (A1) and (A2) concerning
the retransmission delay and the independence of arri-
vals for the offered channel traffic. That is, in the
simulation model, only the newly generated packets are
derived independently from a Poisson distribution; any
collisions or random retransmissions are accounted for
without further assumptions.

In general, our simulation results indicate the
following:

1) For each value of ‘the input rate S , there is a
minimum value & for the average retransmission’
delay variable, such that below that value, it is
impossible to achieve a throughput equal to the

*For the non-Persistent and p-Persistent CSMA, G mea-
sures the offered channcl traffic and not the actual
channel traffic. G/S rcpresents, then, the average
nurber of times a packet was scheduled for transmis-
sion before success.

jnput rate.* The higher S is, the larger 6 must
be to prevent a constantly increcasing backlog, i.c.,
to prevent the channel from saturating. In other
words, the maximum achievable throughput (under
stable conditions) is a function of 6 , and the
larger & is, the liigher is the maximum throughput.

2) Recall that the throughput equations were based
on the assumption that & is infinitely large
compared to T =1 . Simulation shows that for
finite values of 6, 6 > 8., but not too large
compared to 1 , the system already "'reaches" the
asymptotic results (6= =). ; That is, for some
finite values of 6, assumption (A2) is satisfied
and delays are acceptable. Simulation experiments
were conducted to find the optimal delay; that is,
the value of 6(S) which allows one to achieve the
indicated througnput with the minimum delay.

Finally, in Fig. 7, we give the throughput-minimum
delay tradc-off for the three Carrier Sense Multiple
Access modes and a = 0.0] This is the basic perform-
ance curve. (For the non-Persistent CSMA, lower packet
delays can be achieved if 2 blocked packet deoes not
incur the "forced" delay of its “'virtual" transmission
time and the corresponding time-out, as indicated in
section 5.1 prior to Eq. (8).) We conclude that the -
optimum p-Persistent CSMA provides us with the best per-
formance (and, in fact, the p = 0.1 curve shown is
quite close to the lower envelope over 211 p for the

case a = 0.01).
PURE 1-PERSISTENT
2 2 ALOHA ]
B : o NON-PERSISTENT
20 | O
O
A
5 l
= i p-PERSISTENT
R el d (p = 0.1)
. '
- T l .
N - P o i
o Bl
<
E - D ./
s [ ;
PaS O
2 b Cyo/.
o ©
(-]
1 FORD DT T e e NRE OREE e

o 1 .2 3 4 5 6 7 B8 9 1
S (THROUGHPUT)

Fig. 7.° Throughput-Delay Trade-og4s (a = 0.01)

6. SUMMARY AND DISCUSSION -

We have introduced the Carrier Sense Multiple
Access mode which is an efficicnt means for randomly
accessing packet switched radio channels. Just like

*Such behavior is characteristic of random multiple
access modes. Similar results were alrcady encoun-
tered by Kleinrock and Lam® when studying slotted
ALOIIA in the context of a satellite channel.

b



most “contention' systems, these random multi-access
broadcast channels (ALOIIA, CSM\) are characterized

by the fact that the throughput goes to zcro for large
values of channel traffic. At an optimum traffic level,
we achieve a raximum throughput which we define to be
the system capacity. This and the throughput-delay
performance were obtained Ly a steady-state analysis
under the assumption of cquilibrium conditions.

These channels present unstable behavjor at most
input loads as shown by Kleinrock and Lan.” In this
last reference, the dynamic behavier and stability of
an ALOHA channel is considered; quantitative estimates
for the relative stability of the channcl are given,
indicating thc need for spccial control procedures to
avoid a collapsc.

Throughout the paper, it was assumcd that all ter-
rinals are within range and in line-of-sight of each
other.
terminals, all within range and communicating with a
single "station" (computer center, gate to a network,
etc.) in line-of-sight of #ll terminals. Each terminal,
however, may not bc ablc to hear all the other terminals'
traffic. This gives risc to what is callced the "hidden
terminals' problem. The latier badly degrades the per-
{formance of CSMA. Fortunaztely, in a single station
environment, the hidden terrinal problem can be
climinated by dividing the available bandwidth into
two scparate channels: a busy tonc channel and & mes-
szoe channel. As long as the station is receiving a
signal on thc message channcl, it transmits a busy
tone signal on the busy tone channel (which terminals
sense for channel state information). The CSMA with
a busy tone under a non-bersistent protocol has been
ana;y:ed.6»7 1t is shown to provide a maximum channel
capacity of approximately 0.65 when a = 0.01 for a
channel band«idth A of 100 !z (medulated at 1 Bit/Hz);
vhen W = 1 Miz and a = 0.0] , the channel capacity
218:.0.71:
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