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ABSTRACT 

S-ALOHA channels are intrinsically unstable and 
must be equipped with proper controls. The function 
of the controls is to dynamically adjust the ALOHA 
channel transmission gates in accordance with the dy- 
namic load fluctuations. The purpose of the controls 
is to protect the channel from unstable behavior while 
optimizing channel efficiency and performance during 
normal operating conditions. 

Two control algorithms are proposed: the Closed 
Loop Control-Collision Detect (CLC-CD) algorithm, 
which assumes the capability of distinguishing colli- 
sion slots from empty slots at the receiving station; 
and the Closed Loop Control-Collision Non-Detect (CLC- 
CND) algorithm, which does not require such capabili- 
ty. The control implementation is distributed among 
all stations. Channel stability and efficiency is a- 
chieved by driving the total transmission and retrans- 
mission rate to unity, using a feedback, closed loop 
control approach. 

A family of simulation runs was made to evalu- 
ate and compare the performance of the CLC schemes 
with that of other schemes in a variety of traffic 
conditions. 

Simulation results show that the controlled 
systems converge to near optimality at steady state. 
Futhermore, the performance of the CLC-CND algorithms 
is about equivalent to that of the CLC-CD algorithm, 
thus indicating that the requirement of distinguishing 
collisions from empty slots is not critical for the 
performance of closed loop controls. 

The stability properties of the CLC algorithms 
and their superiority over other schemes for varying 
load patterns are demonstrated in a series of experi- 
ments involving cyclic traffic patZerns and pulse pat- 
terns. The CLC scheme displays better performance 
than the uncontrolled schemes as well as the previous- 
ly proposed control schemes (namely, the Control Limit 
scheme and the Retransmission Control scheme) even 
when the latter are specifically tuned to handle the 
traffic pattern under consideration (the CLC scheme 
does not require any prior setting of the parameters). 

I. INTRODUCTION 

The S-ALOHA (slotted ALOHA) channel is a time 
division, multiple access channel for packet communi- 
cations. Time is divided into fixed length slots each 
large enough to contain a maximum sizepacket. Sta- 
tions with packets to send will transmit at the begin- 
ning of a randomly chosen slot, with no attempt to re- 
serve slots or to preschedule retransmissions. 9 

Due to lack of prescheduling, packets from dif- 
ferent stations may destructively collide (i.e. may be 
transmitted in the same slot) thus requiring subse- 
quent retransmissions and causing an increase in the 
effective channel load. Because of this behavior, 
throughput and delay performance of the S-ALOHA chan- 
nel depend critically on the traffic pattern and the 
transmission rates. Given the traffic pattern, there 
is an optimal transmission rate which minimizes delay. 
If the system is properly adjusted, then the optimal 
transmission rate yields both maximum throughput and 
minimum delay. If the transmission rate exceeds the 
optimum value, channel performance degrades and the 
channel is not operated cost-effectively. Moreover, 
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the  channel  may be u n s t a b l e  under  p a r t i c u l a r  t r a f f i c  
load c o n d i t i o n s .  More p r e c i s e l y ,  a channel  w i th  t r a n s -  
miss ion  pa ramete r s  op t imized  f o r  t he  nominal  load may 
be d r i v en  t o  a degraded mode by a peak load  due to  s t a -  
t i s t i c a l  f l u c t u a t i o n s ,  and may remain in  such a mode 
even when t r a f f i c  c o n d i t i o n s  r e t u r n  t o  normal .  

For the  above r ea s o n s  i t  i s  n e c e s s a r y  to  i n t r o -  
duce t r a n s m i s s i o n  c o n t r o l  mechanisms in  t he  ALOHA chan-  
n e l .  The o b j e c t i v e s  of  t h e  c o n t r o l s  a r e :  

TO a d j u s t  t he  channel  pa r ame te r s  so 
t h a t  t he  channel  o p e r a t e s  a t  op t imal  
per formance  f o r  the  o f f e r e d  ( t ime 
va ry ing )  t r a f f i c  p a t t e r n .  

To r e c o v e r  from i n s t a b i l i t y  g ene r -  
a t e d  by peak l o ad s .  

The f u n c t i o n s  o f  t he  c o n t r o l  p r o c e d u r e s  a r e :  m o n i t o r i n g  
of  channel  s t a t u s  ( i . e . ,  empty s l o t s ,  c o l l i s i o n  s l o t s ,  
s u cce s s  s l o t s ,  own r e t r a n s m i s s i o n s ,  e t c . ) ;  and ad- 
j u s tmen t  o f  t he  t r a n s m i s s i o n  p a r a m e t e r s  based  on chan-  
ne l  o b s e r v a t i o n s .  

Cont ro l  p r o c e d u r e s  may be c e n t r a l i z e d  or 
d i s t r i b u t e d .  Here we l i m i t ,  our s tudy  t o  d i s t r i b u t e d  
c o n t r o l  p r o c e d u r e s ,  s i n c e  c e n t r a l i z e d  p r o c e d u r e s  are  
a f f e c t e d  by r e l i a b i l i t y  and v u l n e r a b i l i t y  p rob lems .  

A v a r i e t y  o f  d i s t r i b u t e d  ALOHA c o n t r o l s  may be 
found in t h e  l i t e r a t u r e 2 , 3 , 4 ,  9. U n f o r t u n a t e l y ,  most o f  
t h e  p roposed  schemes are  based  on some r e s t r i c t i v e  
assumpt ions  ( e . g . ,  on ly  one b u f f e r  pe r  s t a t i o n ,  t ime 
i n v a r i a n t  t r a f f i c  load and t r a f f i c  p a t t e r n ,  l a r g e  s t a -  
t i o n  p o p u l a t i o n ,  c a p a b i l i t y  o f  d e t e c t i n g  c o l l i s i o n s ,  
e t c . ) .  T h e r e f o r e ,  a d i r e c t  a p p l i c a t i o n  o f  such schemes 
to  t he  most g en e ra l  S-ALOHA network i s n o t  always p o s -  
s i b l e  nor  c o s t - e f f e c t i v e .  

In t h e  f o l l o w i n g  we i n t r o d u c e  an S-ALOHA s a t e l -  
l i t e  network model.  With t h i s  model we rev iew the  p r o -  
posed t e c h n i q u e s  and d i s c u s s  t h e i r  l i m i t a t i o n s .  We 
then  p r e s e n t  a novel  approach t o  t he  c o n t r o l  o f  ALOHA 
channe l s  and propose  two a l g o r i t h m s  f o r  i t s  implemen- 
t a t i o n .  

2. THE MODEL 

The s a t e l l i t e  ne twork :model c o n s i d e r e d  he re  con-  
s i s t s  o f  an a r b i t r a r y  number o f  ground s t a t i o n s  dynami- 
c a l l y  compet ing f o r  a c c e s s  t o  a b r o a d c a s t  s a t e l l i t e  
channel  in  a s l o t t e d  ALOHA mode. 1 The s t a t i o n s  are  
equipped wi th  l a r g e  b u f f e r  poo l s  t o  a l low f o r  e f f i c i e n t  
u t i l i z a t i o n  o f  the  c h a n n e l ,  and may p ro v i d e  t r a f f i c  
c o n c e n t r a t i o n  f o r  bo th  b a t c h  and i n t e r a c t i v e  u s e r s .  

Each s t a t i o n  m a i n t a i n s  two t r a n s m i s s i o n  queues:  
t he  queue o f  new p a c k e t s  and the  queue o f  r e t r a n s m i t  
p a c k e t s  ( i . e . ,  packe t s  t h a t  must be r e t r a n s m i t t e d  be -  
cause o f  e r r o r  or c o l l i s i o n ) .  Se rv i ce  i s  FIFO in each 
queue,  wi th  t h e  r e t r a n s m i t  queue hav ing  s t r i c t l y  h i g h e r  
p r i o r i t y  than  the  new queue. 

Using t h e  p r o t o c o l  o f  t he  S-ALOHA ch an ne l ,  t r a n s -  
m i s s i o n s  occur  a t  random t i m e s ,  and the  i n t e r v a l s  b e -  
tween subsequen t  t r a n s m i s s i o n s  are  g e o m e t r i c a l l y  d i s -  
t r i b u t e d .  The r andomiza t ion  i s  o b t a i n e d  by app ly ing  
p r o b a b i l i t y  g a t e s  PN and PR t o  new t r a n s m i s s i o n s  and 
r e t r a n s m i s s i o n s  r e s p e c t i v e l y  ( i . e . ,  each s t a t i o n  w i l l  
r e t r a n s m i t  a packe t  wi th  p r o b a b i l i t y  PR o r ,  i f  t he  
r e t r a n s m i t  queue i s  empty, then  a new packe t  w i l l  be 
transmitted with probability PN at the beginning of 
each slot). In general PN ~ PR- 

Of critical importance for the design of control 
procedures is the capability of distinguishing colli- 
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sion slots from empty slots. In our study we consider 
two models: (I) Collision Detect (CD) Model, and (2) 
Collision Non-Detect (CND) model. The CD model assumes 
the capability of distinguishing collision slots from 
empty slots; the CND model assumes no such capability. 

External arrivals are assumed to be Poisson, 
with time varying rates to reflect changes in the traf- 
fic pattern with time. 

S. PREVIOUS WORK 

The control of unstable random access channels 
has been the object of considerable research effort in 
recent years, leading to several contributions that are 
documented in the published literature. In this sec- 
tion, we summarize the techniques that are most repre- 
sentative of the state of the art in order to provide 
a framework for the introduction of our proposed closed 
loop control scheme. 

S.I Control Limit Pblicz9 

This policy consists of monitoring channel load 
and dynamically changing gate values PN and PR from 
their steady state values to more conservative values 
when the channel load exceeds a given threshold. 

Letting L C be a critical (optimal) channel load 
(L C may be expressed in terms of the fraction of empty 
slots) and PO and PC be the gate probabilities under 
steady state and heavy load conditions respectively, 
the control policy selects the gate values as follows: 

PN = PR = PO i f  L i Lc 

PN = PR = PC i f  L > L C 

~ i l e  PO opt imizes  channel  performance under  
normal operating conditions, Pc is sufficiently small 
so as to reduce channel congestion and drive the chan- 
nel back to normal conditions. The control limit 
policy was proven to be very effective for systems 
with: 

A large number of stations with 
interactive traffic 

Single buffer stations 

Stationary traffic patterns 

In order to implement the above procedure, one must 
first choose (experimentally) the values of Pn and Pc 
that are appropr'late for the given systel, con~igura- ~ 
tion. Then, one analytically finds the optimal value 
L C for the chosen values of PO, PC and the other system 
parameters. 

In our satellite network model we have an arbi- 
trary number of stations (small or large) with a mix of 
interactive and batch traffic and with multiple buffers. 
Furthermore, we permit changes in traffic pattern. 
These new requirements imply some ~odifications in the 
original definition of the Control Limit policy before 
application to our model, as discussed below. 

First, a time-varying traffic pattern requires the 
dynamic adjustment of PO to ensure optimal channel per- 
formance with different channel load conditions. 
Second, an appropriate value PC must be chosen for 
stability. Here the presence of ~ultiple buffers 
creates serious complications. Consider what happens 
when a burst of tlaffic exceeds the channel capacity: 
queues will grow large; the channel load will exceed 
LC; and the gate value will be reduced from PO to PC. 
Since PC << PO, the channel load will rapidly fall 
below L C. At this point, we restore P = PO; but PO 
will most likely generate L > L C because of the existing 
backlog, and so on. The oscillation between PO and PC 
may persist for a long time and may reduce the channel 
performance. Such oscillating behavior was verified in 
the simulation experiments (see Figure 10). 

3.2 Retransmission Control Procedure 3'4'9 

This procedure consists of using m + 1 different 
gate values: PN for new transmissions; and p(~), 

-th i = i,..., m for the 1 retransmission Of the same , 
packet. For retransmissions beyond m, the value P! m) 
is used. Note that, for m = i, the gates reduce t~ PN 
and 

PR'The value of PN is chosen so as to optimize 
while the P~i)'s are chosen steady state performance, 

e "i p~l) > P~2) >p~m))~, based in decreasing sequenc [ .e., 
on the concept that a high number of retransmissions is 
a symptom of channel congestion and that a reduction of 
PR facilitates the recovery from congestion. 

A given gate selection, however, is optimal only 
for a given traffic pattern. If the pattern changes 
with time (as it does in our model) the gate values 
must be dynamically readjusted to maintain efficiency 
and to avoid instability. 

4. A CLOSED LOOP CONTROL (CLC) APPROACH 

The brief survey presented in the previous sec- 
tion shows that the major limitation of the existing 
schemes is the inability to adjust to significant traf- 
tic pattern changes. 

The need for efficient controls that can adjust 
to time-varying traffic patterns therefore stimulated 
research in new directions. In particular, the pro- 
perty that the maximum throughput in an S-ALOHA channel 
is obtained when the sum of transmission and retrans- 
mission rates is equal to unity I suggested some inter- 
esting possiblilites for optimal channel control. 

More precisely, Abramson showed that in an 
S-ALOHA channel with random transmissions, with any 
number of stations and with any traffic pattern, the 
maximum throughput is obtained with G = i, where G is 
the average sum of transmission and retransmission 
attempts per slot (including conflicts). 

A simple control approach based on the G = 1 
optimality condition then suggested itself. This 
approach consists of measuring G over a proper history 
(window into the past) and adjusting the ALOHA gates 
upwards or downwards so as to nullify the error 
e ~ G - i, using a closed loop mechanism.* 

Because of the distributed implementation of the 
closed loop control procedures, it is required that 
each station broadcast its current gate value, PN" 
This is done by stamping the value PN in the packet 
header at the time of transmission (or retransmission). 
Gate value broadcasting is necessary in order to main- 
tain all PN'S identical in all stations and to avoid 
capture by stations whose PN is higher than average. 

In heavy traffic the controls maintain the 
equilibrium condition G = i, thus achieving optimal 
channel utilization for any traffic pattern. In light 
traffic conditions, the value G = 1 obviously cannot 
be reached; in this case the effect of the closed loop 
controls will be to open the gates completely (PN = i) 
so as to minimize delay. The system is protected from 
congestion since a sudden channel overload causes 
prompt reduction of gate values and therefore a 
reduction of the load. 

Fairness is guaranteed by the fact that all PN'S 
are equal. 

Three closed loop algorithms based on different 
assumptions on channel load information may be cons- 
sidered: 

a. Complete Knowledge (CK): Each station can 
distinguish empty slots from collision slots. 
Futhermore, the station can determine the 
number of collided packets in a collision 
slot. Since the latter assumption is not 
very realistic, the CK algorithm mainly has 
theoretical value and serves as a term of 

* A closed loop control approach similar to the one 
described here was proposed independently by Banh-Tri- 
An 2. The Banh-Tri-An model, however, assumes colli- 
sion detection and infinite population in order to 
estimate the channel load G. 
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comparison for the other algorithms. 

b. Collision Detection (CD): Each station can 
distinguish empty slots from collision slots. 

c. Collision Non-Detection (CND): Stations 
cannot distinguish empties from collision 
(except for their own collisions). 

These algorithms are defined in detail below. 

5. CLC ALGORITHM DEFINITION 

5.1 Notation 

First we introduce the parameters to be used in 
the definition of the algorithms: 

W: History window (measured in slots) 
maintained by each station 

E: Empty slots in W 

Si: Successful packets from station i 
in W 

S = ZSi: Total successes in W 

Ci: Collisions suffered by station i in W 

C: Total number of collision slots in W 

m: Average number of collided packets 
per collision - 

UC: Interval (in slots) between succes- 
sive updates of control parameters 
(note: UC ! W). 

Average channel load in window W 

Gate value increment 

New transmission and retransmission 
gate values for station i 

Weighted average of current gate 
values 

Control (Complete Knowledge) 

Assumptions: Each station monitors S,C, and m and 
calculates P. 

Algorithm: Every UC slots, station i updates its 
parameters as follows: 

(a) Calculate: G = (S + Cm)/W 

I p~i)= ~ _ (G - I)DP 

(b) Let: P~)= min (p~i), l/m) 

0 <_ 

Parameters: W: }listory window 

UC: Update interval 

DP: Probability increment 

P~! P~) : Initial gate values 

Notice that we impose p(i) < p~i)- in order to exercise 
the closed loop controlKals~ on retransmissions. 

Furthermore, we impose p~i)" < i/m to insure a reasona- 

ble probability of success among the m stations 
engaged in retransmissions after a conflict. 

5.3 Closed Loop Control (Collision Detect> Algorithm 

Assumptions: Each station monitors S, S i ~ i and C; 
and calculates P. 

Algorithm: Every UC slots, station i updates its gate 
values with the following sequence of 
steps: 

G = (S+C~)/W: 

DP: 

p~i) p~i): 

F = (EP~i)si)/S : 
1 

5.2 Closed Loop 
Algorithm 

(a) Estimate m as follows: 

Define the equivalent number of users N e 
as: [~ 
N e = for S > 0; N e = i, for S = 0 

Obtain ~ from N e by table look-up (See 
Appendix A)* 

(b) Estimate G: G = (S + CN)/W 

w h e r e  0 ~ P R ~  PN ~ 1 

P a r a m e t e r s :  Same a s  f o r  C o m p l e t e  Knowledge  A l g o r i t h m  
( s e e  S e c t i o n  5 . 2 ) .  

5 . 4  C l o s e d  Loop C o n t r o l  ( C o l l i s i o n  N o n - D e t e c t )  
Algorithm 

Assumptions: Each station monitors S, counts its own 
successes Si, and its own collisions, Ci; 
and calculates P. 

Algorithm: Every UC slots, station i updates its 
parameters with the following steps: 

Ca) Estimate collisions: 

(b) 

(c) 

Parameters : W: 

UC : 

DP: 

G : 
MAX 

p(i) p(i) 
NO '-RO : 

If C i = S i = 0, then: 

If S = 0, let G = 0, go to (c) 
Otherwise, let G = i, go to (c) 

If C i > 0 and S i = O, 

let G = GMA X, P = min (P-, phi) )r 

and go to (c) 

If S. > 0, let C' = (Ci/Si)S 
a~d go to (b)** 

Estimate total channel load G: 

G = (S + C')/W 
where. 0 < G < GMA X / 

IP ( i )  = P - (G - I)DP . 

where 0 < p[i)- <I; 0 < p l i ) -  < l  
. . . .  K 

History window 

Update interval 

Probability increment 

Ceiling value of G estimate 

Initial probability values 

PRMAX: Ceiling value for PR 

5.S Typical Parameter Values 

The following values and ranges of the control 
parameters were used in the experiments reported below: 

W: History window = (16, 64) slots 

UC: Update interval = (16, 64) slots 

DP: Probability increment = (.1,.5) 

* A less accurate, but in most cases acceptable, 
approximation is m = 2, ~ Ne~ In the simulation exper- 
iments, we will always use m = 2. 
** C./S. is the estimate at station i of the ratio of i.i 
colhslons vs successes in the channel. By multiplying 
such ratio by S (total successes in W), we obtain the 
estimate of total number of collisions in W. 
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P~), p~): Initial gate values = (0.,.5) 

GMAX: Ceiling value f6r G estimate = 2 

PRMAX: Ceiling value for PR = .5 

In our experiment the slot is 0.03 sec, and the uplink 
and downlink propagation delay R is .250 sec or approx- 
imately 8 slots. It is desirable to have W > UC > R 
for a smooth channel load estimation and feedback 
control. 

6. EXPERIMENTAL RESULTS 

6.1 General 

A family of simulation runs was made to evaluate 
and compare the Ferformance of different control 
schemes under various traffic patterns and for 
different system configurations. The tests included 
the study of convergence to the optimum steady state 
solution and the dynamic behavior under pulse traffic 
pattern and cyclic traffic pattern requirements 

System configurations with 5 and 20 stations 
respectively were considered. Each simulation run 
lasted on the order of 5,000 to 10,000 slots. This 
interval was deemed adequate to determine performance 
trends and to study the dynamic behavior of the vari- 
ous schemes. 

The typical variables monitored during a simula- 
tion run and displayed in the plots are: the 
throughput S (successful packet transmissions~slot); 
the channel load estimate G at the first station 
(total transmissions/slot); and the gate value p(1) 
of the first station (or the average gate value ~ 
PN over all the stations). 

6.2 Convergenc 9 

A series of runs were made to verify that the 
steady state solution given by the controls is close 
to the optimal solution predicted by theory, and to 
measure the time required to converge to such steady 
state solution, starting from different initial gate 
values. 

Figures 1 and 2 display the convergence of the 
CLC-CD algorithm in a 5-station configuration under 
heavy load (new packet generation rate = 1 pkt/slot/ 
station), starting from two different choices of 
initial gate values, namely P^. = O and P^.= 1 

• U 1  U l  ' 

respectzvely. For the control parameters DP, UC and 
W, the following values were experimentally chosen: 
DP = .i, UC = 16) W = 64. 

Letting P = P = P,the equilibrium throughput 
S predicted by ~heor~ is: S = 5 P (l-P) 4. The maximum 
throughput is S = .41 and is obtained by setting 
P = .2. The simulation results in Fig 1 and 2 show 
That at equilibrium the CLC-CD algorithm achieves 
optimal throughput and optimal transmission gate 
values regardless of the initial conditions used. 

Now consider the start-up period. We notice 
that the channel throughput S reaches the equilibrium 
value S = .41 in an interval ranging from 150 4o 300 
slots for both experiments. For the parameters G and 

PN kl),~ on the other hand, the convergence to the steady 

state values of 1 and .2 respectively is slower and is 
characterized by a damped oscillatory pattern. The 

-(1)are correlated, as expected, fluctuations of G and v N 

and have a period of approximately 200 slots. There 

clearly is a relationship between the oscillation per- 
iod and the parameters and time constants of the 
closed ~oop control system. However, such a relation- 
ship is very difficult to find analytically due to the 
non linearity of the system. 

It is interesting to observe that the oscilla- 
tions of S are much less pronounced than those of G 

and PA 1): • This is explained by the fact that G and 

p~l)r are estimates evaluated at one individual station 

while S, the total throughput, is the sum of several 
contributions whose fluctuations are only loosely cor- 
related with each other. 

Figures 3 and 4 show the behavior of a S-station 
system with an unbalanced traffic condition (RI = 0.4; 
R 2 = R 3 = R 4 = R 5 = 0.01) using the CLC-CD algorithm 
and starting from different initial gate values. The 
initial gate value is P0 = 1 in Figure 3, and P0 = 0.2 
in Figure 4. The optimal equilibrium gate value pre- 
dicted by theory is PN = 1 due to the fact that there 
is only one major traffic source with little conflict- 
ing traffic. Both runs converge to the optimal gate 
value in the same number of slots, i.e., 300 slots. 
Considering that in the above experiments the channel 
is not saturated, these results confirm the assertion 
that the CLC scheme is optimal also for non-saturated 
channel conditions. 

Experiments identical to those shown in Figures 
1 through 4 were repeated for the CLC-CK and CLC-CND 
algorithms. The results of the latter schemes were 
surprisingly close to the results obtained with the 
CLC-CD algorithm. This fact indicates that the 
accuracy of collision estimates does not have a criti- 
cal impact on control algorithm performance. 

6.3 Cyclic Pattern Experiments 

In order to test the ability of the controls to 
adjust to rapid traffic pattern changes we developed 
a feature known as the "cyclic generator" in our 
simulator. This cyclic generator is a message genera- 
tor whose rate can be changed at prescheduled times 
during the simulation run, thus producing cyclic 
patterns ~f desired amplitude and frequency. 

The cyclic generator was used in a 20-station 
configuration to generate the traffic shown in Table i. 
In this pattern, two stations generate packets con- 
stantly at the maximum rate (i.e., 1 pkt/slot/station), 
while the remaining 18 stations periodically generate 
a pulse of maximum rate and duration = 20 slots every 
2,000 slots, and are silent for the remainder of the 
time. 

Number of Stations: 20 
Traffic Pattern: 

R 3 = R 4 = ... 

R 1 1 

i 

R20 0 1 0 1 0 

2000 SLOTS 

S-ALOHA SCHEME 

Uncontrolled: 

(PN = .5,  PR = .05) 

CLC-CND Con t ro l  A lgor i thm 
Optimal (theoretical) 

Control Algorithm 

TABLE i. 

THROUGHPUT 5 (packets/slot) 

.303 (simulated) 

.413 (simulated) 

.435 (theory) 

CYCLIC PATTERN EXPERIMENT: 20 STATIONS 

Two different schemes were tested: the uncon- 
trolled scheme and the CLC-CND scheme. The throughput 
results reported in Table 1 show that throughput is 
improved by 30% (from S = .303 to S = .413) by intro- 
ducing controls. The optimal control for the above 

cyclic pattern consists of using PN = PR = .05 while 

20 stations are backlogged, and PN = p- = .5 when only 
2 stations are active. The theoretica~ optimum is 
S = .435. Thus, the performance of the CLC control is 
only 5% below optimum. 
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Figures 5 and 6 show the total throughput S, 
the gate value PN of the first station, and the channel 
load G for the uncontrolled and controlled case 
respectively. Note in Figure 6 that the gate value 
PN moves between the value 0.5 (optimum for 2 stations) 
and the value 0.05 (optimum for 20 stations). It is 
not surprising that value PN = 0.05 is maintained for 
approximately i000 slots, i.e., the time required to 
deliver the 20 x 20 = 400 packets introduced in the 
network during the 20-slot burst. 

6.4 Pulse Generator 

An important performance measure for a stability 
control algorithm is the time to recover from a pulse 
burst. A pulse in the input rates may drive a system 
to instability even though the normal operating 
conditions are stable. In this section we study the 
recovery phenomenon. 

Table 2 shows a traffic pattern which contains 
a pulse of duration = 20 slots, between slot 1000 and 
slot 1020. The pulse is applied to all stations in a 
20 station network configuration. A variety of con- 
trol algorithms were tested. For each algorithm we 
measured the throughput performance during the first 
i000 slots (before the pulse), the performance during 
the 4000 slots following the pulse and the time to re- 
cover from the pulse (i.e., the time required to de- 
liver all packets generated during the pulse). Simula- 
tion results as well as theoretical upper bounds on 
performance are reported in Table 2. 

Number of Stations: 20 

Traffic Pattern: 

R 1 = R 2 1 

R3 = R4 ="'R20 0 

i000 

1 1 

1 0 

1020 5000 SLOTS 

%LGORITHM 

Jncontrolled i 

?N : PR :.05 

Jncontrolled 

)N = PR = .S 

THROUGHPUT 
BEFORE PULSE 

S 
(0-I000 slots) 

.i 

THROUGHPUT TIME TO 
AFTER PULSE RECOVER 

S ( s l O t s )  
(1000-5000 slots) 

.158 1,400 

.5 .003 

J n c o n t r o l l e d  

?N:.5,PR=.05 .327 .353 

Control Limit 

PN=PR=.5 
If G<I.5 

P.:P_=.05 
N KIf G>I.5 

.5 

1,400 

.367 1,900 

CLC - CND .455 .466 

Theoretical 
.5 .480 

Optimum 

1,400 

I , i00 

TABLE 2. PULSE PATTERN EXPERIMENT: 20 STATIONS. 

The conservative uncontrolled scheme with PN = PR 

= 0.05 is stable, but gives poor performance (see Fig- 
ure 7). The uncontrolled scheme with P = P = 0.5 
gives optimal performance before the pu~se wren only 
two stations are active, as expected; but it virtually 
collapses into an unstable mode after the pulse, with 
zero throughput (see Figure 8). The uncontrolled 
scheme with PN optimized for the normal operating con- 

dition with two active stations (i.e., PN = 0.5) and P R 

optimized for the heavy load condition with 20 active 
stations (i.e., PD = 0.05) shows better performance than 
the previous schemes, but is still well below optimum 
(see Figure 9). 

For the control limit scheme, the critical load 
was s e t  to  L c = 1 .5 ,  and the  ga t e  v a l u e s  were chosen 
as Po = .5 and Pc = .05; i . e . ,  t he  optimum a t  s t e a d y  
s t a t e  (2 a c t i v e  s t a t i o n s )  and the  opimum dur ing  con- 
g e s t i o n  (20 a c t i v e  s t a t i o n s )  r e s p e c t i v e l y .  The c o n t r o l  
l i m i t  scheme shows poor  per formance  a f t e r  t he  p u l s e  be-  
cause  of  t he  o s c i l l a t o r y  b e h a v i o r  o f  P~ p r e d i c t e d  in  
S e c t i o n  3 .1 .  The o s c i l l a t i o n s  a re  t r i g g e r e d  by the  
l a r g e  backlog  (up to  20 p a c k e t s )  a t  each s t a t i o n .  As a 
consequence ,  t he  t ime to  r e c o v e r  i s  l a r g e r  than  f o r  t he  
o t h e r  schemes,  and t h e  per formance  a f t e r  t h e  p u l s e  i s  
s u b s t a n t i a l l y  l e s s  than  op t imal  ( see  F igure  10). 

The CLC-CND scheme shows t h e  b e s t  pe r formance  
among a l l  t he  o t h e r  schemes a f t e r  t h e  p u l s e ,  wi th  a 
throughput only 5% below the theoretical optimum (the 
optimal control assumes PN = PR = .05 with 20 active 
stations, and P~ = PR = .5 with 2 active stations). 
The fact that the performance before the pulse is not as 
good as that of other schemes is due to the 500 slot 
start-up interval required to adjust the gates from the 
initial value PK~ = 1 to the optimal value P~ = 0.5 
(notice that i~'the initial value P~ = .5 Tnstead of 
PN = 1 were used, optimality would Have been achieved 
aTso in the pre-pulse period). From Figure ii we notice 
that the gate PN is rapidly reduced from 0.5 to 0.05 
after the occurrence of the burst (by decrements of DP 
= 0.i every UC = 32 slots), and is restored to the opti- 
mal steady state value, P. = 0.5, after the congestion .N 
has been cleared. The tlme to recover (1,400 slots) is 
slightly higher than the theoretical upper bound 
(i,I00 slots). This is attributed to the fact that the 
upper bound assumes that the queues of the 18 "bursty" 
stations clear all at the same time, while in reality 
there is a gradual phasing out,lasting on the order of 
a few hundred additional slots. 

The above results show that the Closed Loop Con- 
trol scheme is superior to all the other schemes in 
handling pul~e traffic situations. The result is es- 
pecially remarkable when we consider that the parameters 
of both uncontrolled schemes and Control Limit scheme 
were specifically optimized for the traffic pattern 
under consideration, while no prior tuning was required 
for the Closed Loop Control scheme. 

7. CONCLUSION 

We briefly reviewed the existing ALOHA stability 
control algorithms and showed that they are not adequate 
(in their present form) for a general satellite network 
model because of the following restrictive assumptions: 

Single buffer stations 

Time invariant traffic pattern and traffic 
rate. 

We then proposed a closed loop control approach which 
attempts to drive the total channel load G to 1 (where 
G is the sum of transmission and retransmission rates 
over all stations), based on the well-known result that 
the performance of a heavily loaded S-ALOHA channel is 
optimized for G = i. Finally, we showed that the Closed 
Loop Control yields optimal performance also in nonsatu- 
rated channel situations. 

Two closed loop, full distributed control 
algorithms were introduced, namely: 

Collision Detect (CD) algorithm, which 
requires distinction of collision slots 
from empty slots, and 

Collision Non-Detect (CND) algorithm, 

which does not distinguish collisions 
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from empties. 

Comparing the two algorithms we notice 
that memory and CPU resources required for the imple- 
mentation, are approximately equivalent. Storage must 
be provided for the history window in both algorithms. 
At each update the station must count S, S., ~ and C 
(for the CK algorithm), or S and C. (for t~e CND al- 
gorithm). The average P is then e~aluated, and a few 
steps lead to the estimate of G and to the updated gate 

values, P#) and p i). 
Channel overhead is slightly increased (with 

respect to uncontrolled S-ALOHA) by the requirement of 
carrying the current value of the gate P. in each 
packet. Since an 8-bit character is sufficient to en- 
code P , the additional overhead is less than 1% with 
i000 b~t packets. 

A family of simulation runs was made to evaluate 
and compare the performance of different control 
schemes in a variety of traffic conditions. Simulation 
results show that the control algorithms converge to 
near optimality at steady state. Furthermore, the 
performance of the CND algorithm is about equivalent 
to that of the CD algorithm, thus indicating that the 
capability of distinguishing collisions from empties 
is not critical for the closed loop control of S-ALOHA 
channels. 

Sensitivity studies were carried out to deter- 
mine the impact of control parameter values (i.e., DP, 
W, etc.) on performanceS. ~ The results show that while 
the behavior of each individual station is rather sen- 
sitive to the choice of parameters (e.g. gate value 
P. fluctuations became very pronounced if DP = .5 or 
W ~= 8), the behavior of global system variables (e.g. 
total throughput or average gate value P ) is rather 
insensitive to parameter changes. This fact suggests 
the possibility, for example, to increase DP in order 
to reduce the time to converge to steady state without 
compromising global performance; or to adjust DP dy- 
namically, depending on the nature of the input traf- 
fic fluctuations• 

The stability properties of the control algo- 
rithms and their superiority over uncontrolled schemes 
for time varying load patterns were demonstrated in 
cyclic pattern and pulse pattern experiments. Among 
the controlled schemes, the CLC algorithm displayed a 
better performance than other algorithms previously 
proposed (namely, the Retransmission Control and the 
Control Limit schemes). 

The experiments discussed in this paper are based 
on stations with a large buffer pool and a predominant- 
ly batch traffic environment (heavy load). Experimen- 
tation is currently under way on system configurations 
with smaller buffer sizes and various mixes of traffic 
classes (e.g., interactive, batch, etc.). Partially 
controlled systems, where only a subset of the stations 
is controlled while the remaining stations have fixed 
gate values, are also being considered• 

Also, we are exploring the possibility of apply- 
ing the closed loop control approach to other random 
access schemes. One Rromising area is the Unslotted 
ALOHA channel control I. Another important application 
is the control of the contention subframe in reserva- 
tion schemes in which reservations are placed in an 
S-ALOHA mode 6,10. It appears that a simplified ver- 
sion of the CLC scheme may be suitable for the latter 
type of applications. 
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APPENDIX A 

i. Evaluation of m = average number of collided 
p a c k e t s  p e r  c o n f l i c t .  

R e c a l l  
G = S + Cm (A.I) 

W 
or 

= WG - s = (G  - SlW)I(CIW) ( A • 2 )  

C 

Let: P., i I,...,N be the transmission probability of 
s t a t i o ~  i .  

We have  G = ~P. 
• 1 
l 

S l W  = zp n ( 1  
i 1 j # i  - pJ )  ~ 

E/W = H (1 - Pi ) (A.3) 
i 

C/W = 1 - S + E I-ZP H (I-P~)-H(I-P~) 
W = i j¢i J i 

Thus, m can be calculated readily, given the P.'s, by 
. . . .  i 2 substitutlng the expresslons in (A.3) into Eq. (A.). 

Of interest is the evaluation of ~ for G = I, 
since G = 1 is the optimal operating point. For an in- 
finite population and G = i, recall that S/W = E/W = 
i/e. 
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Thus from Eq. (A.2) 

= 1 - I/e e-i = 2.59 
I- I/e- i/e e- 2 

The v a l u e  o f  m f o r  an i n f i n i t e  p o p u l a t i o ~ i s  c l e a r l y  an 
u p p e r  bound on t h e  a d m i s s i b l e  v a l u e s  o f  m. 

The o b v i o u s  lower  bound on m i s  2. Thus f o r  
G= 1, we have :  

2 <m< 2.39  

Now consider the case of N active users with balanced 
traffic and note that P. = I/N in order to satisfy the 

1 
condition G = i. We have: 

= 1 - (i - I/N) N-I 

i- (i- I/N) N-I - (i- I/N) N 

Some v a l u e s  o f  W a s  a f u n c t i o n  o f  N a r e  r e p o r t e d  be low:  

N 2 .  3 4 7 10 

2 2 .19  2 .20  2 .28  2.31 2.391 

The above table may be stored in the station 
and used by the Collision Detect algorithm to estimate 
m, given the equivalent number of users N e. (Note: 

if N = i, we define m = 2.) 
e 

r 

1, k 
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Figure i. Convergence; CLC-CD Algorithm; 5 Stations; POi = O, V i. 
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Figure 2. Convergence; CLC-CD Algorithm; 5 stations; P0i = i, ~ i. 

2-16 



PN 

1. S '! 

t, 
I 

0 
TIME SLOTS 

Figure 3. Convergence; CLC-CD Algorithm; 5 Stations; P0i = 1 ~ i 

2! 

1,5 

PN 
1, 

. G 

,5 

i 
I ~  200 3~ ~0 500 600 7~ 800 900 

TIRE SLOTS 

Figure  4. Convergence;  CLC-CD A l g o r i t h m ;  5 S t a t i o n s ;  P0i  = .2 V- i  

2, t 

t. 

1'5 I" 

I 

1,1"- 

l . . . . . . . . .  

1000 2000 3000 ~000 5000 6000 7000 
TIIIE SLOTS 

m I .... 

Figure 5. 

10OG 

8OO0 9~0 10000 

C y c l i c  P a t t e r n ;  20 S t a t i o n s ;  U n c o n t r o l l e d  S-ALOHA 

2-17 



2 I 
l'S f 

Figure 6. 

Figure 7. 

"t 

Tlmk ~LUI~ 
Cyclic Pattern; 20 Stations; CLC-CND Algorithm 

S 

1000 1500 2000 2500 ~ 3500 ~ qSGO 5000 T]HE SLOTS 
Pulse P a t t e r n ;  2 S t a t i o n s ;  U n c o n t r o l l e d  (PN = PR = o05) 

[ 
1.5 I 

Z ' ~  G 

oF 

% 

500 1800 1500 2000 2500 5000 3500 q000 4500 5000 T|ME SLOTS 

Figure 8. Pulse Pattern; 20 Stations; Uncontrolled (PN = PR = .5) 
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