
An Analytical Model for Wormhole Routing with Finite Size Input Bu�ersPo-Chi Hua and Leonard KleinrockbaLucent Technologies, Inc., 200 Schulz Drive, Red Bank, NJ 07701, USAbDepartment of Computer Science, University of California at Los Angeles, Los Angeles,CA 90095-1596, USA� AbstractIn this paper, we develop a queueing model for wormhole routing with �nite size bu�ers.This model assumes the use of a deadlock-free routing scheme that guarantees no cycleof link dependency (de�ned in section 3). Several approximation methods for estimatingthe output link contention delay and bu�er queueing delay are proposed. Comparingthe analytical results to simulation, we show that the model is pessimistic with regardto network performance and that the di�erence in network throughput is less than 10percent.1 IntroductionWormhole routing is a simple, low-cost switching scheme often used for supercomputerinterconnections. It has the merits of low latency, low cost, and simple implementation.In addition to its use for supercomputer interconnection, wormhole routing also has beenapplied to high-speed local area networks (LANs) [1, 2, 3] to support applications suchas cluster computing that demand a very fast, high-data-rate communication media.1.1 Wormhole RoutingWormhole routing was developed from the earlier idea of cut-through switching [4],and was �rst introduced in [5]. A wormhole routing network is composed of severalswitches which have relatively small input bu�ers (see �gure 1-a). As opposed to store-and-forward switching, a packet is forwarded to the next switch as soon as its header (orits routing information) is received (cut-through). If the outgoing link to the next switchis busy serving another packet, then the packet is blocked and resides in the network (see�gure 1-b) until the outgoing link is available. In this case, called blocking, the switchmust inform up-stream switches to stop transmission (i.e., it exercises back-pressure 
owcontrol) due to the limited size of bu�ers at each switch. A packet (which is also calleda worm) may be bu�ered along a chain of switching nodes when blocked. Consequently,�This work was supported by the Advanced Research Projects Agency, ARPA/CSTO, under ContractDABT63-93-C-0055 \The Distributed Supercomputer Supernet | A Multi Service Optical IntelligentNetwork".



deadlocks are possible unless a deadlock-free routing strategy is employed. A survey ofwormhole routing can be found in [6].
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(b) An illustration of notation and various delays(a) A wormhole routing switchFigure 1: An illustration of wormhole routing.1.2 Wormhole Routing AnalysisMany performance models for wormhole routing in a multi-processor environment havebeen proposed and presented in the literature [7, 8, 9, 10, 11]. However, they all assumeda negligible size of input bu�ers. This bu�er size must increase in a LAN environmentto accommodate transit data that cannot be stopped immediately due to the longer linkpropagation delay than in a multiprocessor interconnection application. As an example,a 640 Mbps Myrinet with a link length of 25 meters needs a bu�er size of at least 54 bytes[2] per port to prevent data loss due to a bu�er over
ow or a transmission break due tothe possibility of the bu�er being empty before transmission is resumed. A LAN spanninghundreds of meters requires a bu�er size larger than hundreds of bytes (a bu�er size thatcould hold more than one packet). These bu�ers alleviate blocking problem. Thus, theire�ects must be captured in the model.A �nite size bu�er complicates the analytical model in two ways. Firstly, the com-monly used assumption that a worm reaches its destination before its tail leaves its sourcehost, is no longer valid. It is now the case that a blocked worm may occupy only a frac-tion of the links along its path (not all of them). Secondly, a bu�er may hold more thanone, but not an in�nite number, of worms. Bu�ering delay becomes di�cult to estimatebecause the bu�er size is �nite (in terms of the amount of data).To deal with the delay caused by blocking in the succeeding hops, knowledge of thedependency among all links is needed. To estimate the link blocking delay, the lengthof the link dependency chain must be resolved according to the worm size distribution.Approximations for determining the blocking chain length and the link blocking delayare presented in section 4. The �nite size bu�er is approximated through equivalentM/G/1/K queues with �nite capacity. The structure of the equivalent queue and itssolution is described in section 5. The entire modeling procedure is summarized in section6. Section 7 shows comparison results with simulations. Section 8 concludes this paper.2 Model Assumptions and NotationThe analysis work presented in this paper assumes the followings:� a wormhole routing network using a deadlock-free routing that guarantees no cycleof link dependency. No cycle of link dependency is a su�cient, but not necessary,condition for deadlock free routing, as discussed in [12, 13].



� source routing. Routing is made by the source host and cannot be changed byswitches (i.e., no de
ection or adaptive routing).� only one �nite size bu�er at each input port of a switch. Also, worms cannot sharea link through interleaving (i.e., multiple virtual channels are not allowed).� in�nite size bu�ers at hosts.� a Poisson worm arrival process and an arbitrary worm size distribution.To facilitate this paper presentation, we measure packet length by 
its, which is theamount of data that can be transmitted in one time unit. For example, the 640MbpsMyrinet [2] has one byte per 
it lasting 12.5ns.The followings de�ne some notation used through this paper. The notation is alsoillustrated in �gure 1-b.dp = The length (number of hops) of path p.lab = The link that originates at node (a host or a switch) a and ends at node b.lpi = The ith link of path p; 1 � i � dp. If the ith link of path p originates at nodea and ends at node b, then lpi � lab.�lpi = The propagation delay of link lpi .Lp = The set of links which are traversed along path p.Ha = The set of paths which originates at host a.� = The bu�er size, in terms of number of 
its.�p = The arrival rate of worms that traverse along path p.�lab = The total worm arrival rate at lab.
a = The total worm arrival rate of worms at host a. 
a = Pp:p2Ha �p.` = A random variable that denotes a worm size.L�(s) = The Laplace-Stieltjes transform of the probability density function of `.qlpi = A random variable that denotes the delay of a worm head to reach the headof the input bu�er for link lpi , after the worm has entered the bu�er.Q�lpj (s) = The Laplace-Stieltjes transform of the probability density function of qlpi .zlpi = A random variable that denotes the delay of a worm head to reach the pointwhere the accumulated bu�er space is large enough to store the entire worm,after the worm head has entered the bu�er for link lpi (see �gure 1).Z�lpj (s) = The Laplace-Stieltjes transform of the probability density function of zlpi .hlpi = A random variable that denotes the contention delay for link lpi .H�lpj (s) = The Laplace-Stieltjes transform of the probability density function of hlpi .!lpi = A random variable that denotes the one-hop forwarding delay, excluding thelink propagation delay, for the worm head to advance to the next hop (bu�erhead to bu�er head) via link lpi .W �lpj (s) = The Laplace-Stieltjes transform of the probability density function of !lpi .



blpi = A random variable that denotes the link occupancy time of link lpi .B�lpi (s) = The Laplace-Stieltjes transform of the probability density function of blpi .B�lab(s) = The Laplace-Stieltjes transform of the probability density function of the linkoccupancy time at link lab.slpi = A random variable that denotes the service time of a worm via path p at thebu�er for the ith link of path p.S�lpi (s) = The Laplace-Stieltjes transform of the probability density function of slpi .slab = A random variable that denotes the service time of a worm at the bu�er forlink lab.slab(� ) = The probability density function of slab.S�lab(s) = The Laplace-Stieltjes transform of slab(� ).Tp = The average network delay for worms via path p.3 Ordering LinksA wormhole routing network di�ers from a virtual cut-through network because of itslink blocking feature. Blocking occurs due to the small size of the input bu�ers and resultsin increased link occupancy time. This occupancy time (de�ned as the time interval thata served worm holds this link) is not only a function of the worm size, but also a functionof the blocking delay in the succeeding hops. As a consequence, it is important to �ndthe dependency among links. The link dependency and the cycle of link dependency arede�ned as follows:De�nition 1 We say that lab depends on lcd, if 9p, such that lcd is a subsequent link oflab in path p. This dependency is represented as lab � lcd. Moreover, if lab � lcd, andlcd � lef , then we say lab � lef , too (i.e., it is transitive).Note that it is possible that lab � lef but lab is not a subsequent link of lef in any path,according to the transitive property.De�nition 2 We say that there is a cycle of link dependency if 9lab; lcd such that lab � lcdand lcd � lab.Link dependency provides the relationship between link occupancy time and blockingtime. In our earlier paper [11], we developed the relations between their distributionsbut relied on iterative methods to �nd the solution. Actually, a computation order, whichindicates the sequence of links for blocking delay analysis can be derived if there is no cycleof link dependency, as illustrated in [14]. The method is simply the topological sorting [15].For examples, if lab � lcd � lef , we have a computation order, lef ! lcd ! lab. Followingthe computation order, link occupancy time and blocking time can be evaluated link bylink without iterations.



4 Link Occupancy TimeTo estimate the blocking delay at each switch, it is important to �rst analyze howthe �nite size bu�er a�ects link status and worm transmission. When there is no bu�eravailable at switches, the relation between the link occupancy time (blpi ) and waiting time(!lpi ) has been well established in [11]. The Laplace-Stieltjes transform equation is:B�lpi (s) = L�(s) dpYj=i+1W �lpj (s) (1)Introducing a �nite size bu�er on each input port reduces the number of links thata worm can spread over. In other words, the link occupancy time is only a�ected by alimited number of subsequent links, not all of them. Given a worm size `, the number ofe�ective subsequent links for a worm at the ith link of path p (lpi ), �pi (`), is derived by:�pi (`) = ( j �̀k if �̀ < dp � idp � i otherwise (2)As shown in �gures 1-b, blocking that occurs after the next �pi (`) links does not a�ectthe link occupancy time since the accumulated bu�er space is large enough to hold theentire worm.Now, we de�ne random variables xlpi and ylpi as:xlpi = 8<: qlpi + hlpi+�pi (`) + zlpi+�pi (`) +Pi+�pi (`)�1j=i+1 !lpj if �pi (`) � 1zlpi otherwiseylpi = `+ xlpi = 8<: ` + qlpi + hlpi+�pi (`) + zlpi+�pi (`) +Pi+�pi (`)�1j=i+1 !lpj if �pi (`) � 1` + zlpi otherwiseThe random variable xlpi represents the forwarding delay for the worm head to reach theposition where a large enough bu�er space has been accumulated to hold the entire worm(see �gure 1-b).Let 	lpi (k) denote the probability that �pi (`) = k. From equation (2), we have,	lpi (k) = ( Prob f` < (k + 1)�g �Prob f` < k�g if �̀ < dp � i1 �Prob f` < k�g otherwise (3)Then, the Laplace-Stieltjes transforms of the probability density functions of xlpi and ylpiare:X �lpi (s) = 	lpi (0)Z�lpi (s) + dp�iXj=1 24	lpi (j)Q�lpi (s)H�lpi+j(s)Z�lpi+j (s) i+j�1Yk=i+1W �lpk(s)35 (4)Y�lpi (s) = L�(s)X �lpi (s) (5)Observing �gures 1-b and 2, the link occupancy time clearly has the range:max h`; xlpi i � blpi � ylpi (6)
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ΛFigure 2: An illustration of the link occupancy time.Since bu�ers tend to be fully utilized under severely blocking conditions, the left handside of inequality (6) should be adopted to approximate blpi when the forwarding delay, xlpi ,dominates. Also, the average link occupancy time should be monotonically increasing asthe forwarding delay increases, and must be at least as large as the worm size. To satisfyall of the above, the following approximation is proposed for the link occupancy timedistribution:B�lpi (s) = 8><>: �Ylpi + Xlpi ��1 h�Ylpi �Xlpi �Y�lpi (s) + 2XlpiL�(s)i if L > Xlpi�Ylpi + Xlpi ��1 h�Ylpi �Xlpi �Y�lpi (s) + 2XlpiX �lpi (s)i if L � Xlpi (7)where Xlpi is the �rst moment of X �lpi (s), and similarly for Ylpi and L.It can be shown that equation (7) has the limit values, limXlpi!0B�lpi (s) = Y�lpi (s) andlimXlpi!1B�lpi (s) = X �lpi (s), since Ylpi = Xlpi + L. Moreover, Blpi derived by equation (7) ismonotonically increasing with Xlpi , as proven in [14].The remainingW �lpj (s), Z�lpj (s), H�lpj (s), and Q�lpj (s) quantities are discussed in section 5.5 Modeling the Finite Size Bu�erSince bu�er capacity is �xed in terms of the number of 
its, the nature of the inputbu�er resembles a �nite dam system. A worm 
ows in the bu�er constantly when it is notfull. However, the outgoing 
ow of the bu�er may be interrupted due to worm blocking.The queueing model for a �nite dam system developed in [16] cannot be applied directlyin this case. Furthermore, the status of the bu�er is tightly related to its upstream node,and vice versa. To analyze both independently could result in a poor model. For thesake of accuracy and simplicity, we use an alternative approach which treats both linkcontention and the input bu�er as one single queue.5.1 M/G/1/K ApproximationAs shown in �gure 3, the delay for a worm to seize its output link and reach thebu�er head in the next hop (i.e., the one-hop forwarding delay, !lpi ) is exactly the waitingtime of an M/G/1 queue with �nite capacity (denoted as M/G/1/K, for the case thatcapacity is K). With � input ports, the M/G/1/K queue (see �gure 3) has the capacity
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its, not the number of worms. For variable worm size cases, # is not deterministic.To simplify the analysis of this �nite size bu�er, equivalent queues are used here instead.In general, an equivalent queue size speci�es how many worms can be held in the bu�erand is associated with a probability. Speci�cally, the bu�er is approximated as a queueof capacity �+ k with the probability #(k) that,#(k) = Prob f`1 + � � � + `k � � < `1 + � � � + `k+1g= Prob f`1 + � � � + `k � �g �Prob f`1 + � � �+ `k+1 � �g (8)Then, the one-hop forwarding delay is estimated asW �lpi (s) = 1Xj=0#(j)��lpi (j + �; s) (9)where ��lpi (j + �; s) is the Laplace-Stieltjes transform of the probability density functionof the waiting time for the equivalent queue that has capacity j + � (j is from the �nitesize bu�er and � is from the link contention). The range of the capacity is actually �nite,since the worm size must be larger than a 
it.The �nite capacity queue of �gure 3 is modeled with the Poisson arrival assumption.This assumption is justi�ed by the multiplexing of various inputs and demultiplexingof outputs [17]. The details of the procedure to solve the steady-state probability andwaiting time distribution, ��lpi (j + �; s), of an M/G/1/K queue is available in [18]. Thesolution is lengthy and hence not reproduced in this paper. Nevertheless, a few changesabout the procedure should be noted here. First, the total worm arrival rate on link lab isderived as: �lab = Pp:lab2Lp �p. However, to apply the solutions for the M/G/1/K queue,�lab needs to be normalized with the probability of encountering a full queue. That is,�0lab = �lab1 � PB (10)where PB is the probability of no waiting room left (blocking) in the M/G/1/K queueingsystem [18, Chapter 5, page 202], and it, as well as the steady-state probabilities, canbe derived if the normalized tra�c arrival rate, �0lab, is known. Therefore, an iterativemethod (e.g., bi-section [19]) needs to be applied to solve PB and �0lab �rst (see [14] fordetails).



Another change is about the integration [18, Chapter 5, equation (1.7)],Z 10 ��0lab��kk! e��0lab�slab(� )d�Though slab(� ) can be recovered by inverting its Laplace-Stieltjes transform, S�lab(s), theinversion is not completely systematic. To ease this di�culty, a two-moment approxima-tion can be exploited.
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5.2 Bu�ering Delay and MoreThe bu�ering delay, Q�lpj (s) is derived simply as Q�lpi (s) = W �lpi (s)H�lpi (s) because !lpi = qlpi +hlpi , as shown in �gure 3. The contention blocking, H�lpi (s), can also be approximatedas an M/G/1/K queue with K = �, and the queue service time is exactly the linkoccupancy time, B�lab(s), if lpi � lab. However, B�lab(s) is not available until Q�lpi (s) isknown, which requires knowledge of H�lpi (s) as shown in the above. Consequently, B�lab(s)must be properly approximated �rst in order to derive H�lpi (s) and Q�lpi (s). A simpleapproximation is proposed as the following:B�lab(s) = Probfbu�er fullgS�lab(s) + (1�Probfbu�er fullg)L�(s) (15)This approximation is based on the following observations:1. When the bu�er is full, it simply resembles a data pipe | one 
it of data out of thebu�er corresponds to one 
it of data entering the bu�er. Thus, B�lab(s) = S�lab(s), inthis case.2. When there is space left in the bu�er, a worm 
ows in the bu�er without interrup-tion. Thus, B�lab(s) = L�(s).The bu�er full probability can be closely estimated from the steady-state probabilitythat is derived when we analyze W �lpi (s), namely, the probability that more than # wormsare in the M/G/1/K queue used to approximate W �lpi (s). # is an equivalent queue size ofthe �nite size bu�er. Therefore, we have,Probfbu�er fullg = 1Xj=0 #(j)0@(1 � P jB) j+��1Xk=j �jk + P jB1A (16)where �jk, P jB denote the �k, PB of the M/G/1/K queue with K = j + �.Finally, Z�lpi (s) is ignored, since it is small and implicitly included in H�lpi (s) due to thefact that the equivalent queue used to approximate the �nite size bu�er does not countthe bu�er space that can only hold part of a worm. This delay is not recounted here.After W �lpi (s), H�lpi (s) and Q�lpi (s) are derived, B�lpi (s) is given by equation (7).Now, the service time distribution for a worm through path p at the head of its ithhop input bu�er is derived as slpi = hlpi+1 + blpi+1, which gives us:S�lpi (s) = H�lpi+1(s)B�lpi+1(s) (17)Considering worms from di�erent paths, the service time distribution for a �nite sizeinput bu�er is:S�lab(s) = Xp:lab2Lp �p�labS�lp�p(lab)(s) (18)where �p(lab) is a function which returns i if link lab is the ith link of path p.



Once the service time and mean forwarding delay at each hop is derived, the networkdelay is obtained as (see �gures 1-b and 2):Tp = va + dpXi=2wlpi + L+ dpXi=1 �lpi (19)if path p originates at host a. va is the mean of the queueing delay at host a. Note thatthe bu�ering delay at the �rst link is not counted, since it is part of the host queueingdelay, which is directly derived from the M/G/1 queue solution [20], va = 
aS2lab2(1�
aSlab) .6 Model SummaryHere, we summarize the full modeling process.1. Read in the network topology.2. Read in all paths and their worm arrival rates, �p.3. Compute the worm arrival rate at each single link (e.g., �lab).4. With the given worm size distribution, compute 	lpi (j) and #(j), 8j and lpi .5. Use topological sorting (see [14]) to construct the link computation order.6. For k = 1 to the highest order, compute (in the following order) S�(s), W �(s),H�(s), Q�(s), and B�(s) for all links belonging to order k. The distribution of allof the above may actually be characterized by their �rst two moments.7. Compute Tp for all paths p.The entire procedure can be computerized except for step 4. Step 4 involves integrationand other operations that require manual e�ort. However, once they are completed for agiven worm size distribution, the rest can be done automatically for any network con�g-uration. Note that the Laplace-Stieltjes transform for each probability density functiondoes not need to be solved explicitly. They are only used for the convenience of presen-tation. Only the �rst two moments of each distribution are required.7 Comparison of ResultsUsing a 3�3 torus (totally, 9 switches and 36 hosts) with up/down deadlock-free rout-ing [1] and symmetric tra�c load (see [14] for details), the performance results estimatedby both the model and simulation are shown in �gure 5-a. The results are derived withthe assumptions of exponential worm size distribution and Poisson worm arrivals. Figure5-a indicates a ten percent di�erence between the network throughput estimated by themodel and the simulation, in both small bu�er size and large bu�er size cases. Also, theanalytical results are always pessimistic, compared to the simulation.Some of the approximations could be modi�ed or improved to compensate for thepessimism of the model. First, the �nite size bu�er may be better approximated by anequivalent queue with higher capacity. The current approximation:#(j) = Prob f`1 + � � �+ `k � � < `1 + � � �+ `k+1gignores the bu�er space that can not hold a full worm. The bu�er size is underestimatedand consequently the analysis overestimates the network delay. Furthermore, the service
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Figure 5: Results of the �nite size bu�er models (worm size = 200 
its, propagationdelay = 10 time units).time of the equivalent queue depends on the queue capacity (in terms of number of worms).A larger capacity clearly implies a smaller average size of worms in the queue, due to thefact that the bu�er size is �xed in terms of number of 
its. As a result, the service ratemust be higher in a high capacity case than in a low capacity one. Without considerationof the above dependency, the worm forwarding delay is overestimated.In �gure 5-b, we show the analytical results of a modi�ed model (see below) withregard to the above discussion. The probability of the number of worms that can beheld in the �nite size bu�er, #(j), is reformalized by enlarging the bu�er size to � + L2 .The L2 portion counts the bu�er space that cannot hold a full worm. Also, the momentsof the bu�er service time distribution are adjusted with the queue capacity, which givesa new average worm size. Namely, an equivalent queue with capacity j + � (j fromthe �nite size bu�er, and � from the link contention) has a new mean bu�er servicetime: hnew Slabi = �+�L(�+j)LSlab and similarly, hnew S2labi = � �+�L(�+j)L�2 S2lab. The predictednetwork performance in �gure 5-b is closer to the simulation. However, the model is stillpessimistic.8 SummaryIn this paper, a �nite size bu�er model for wormhole routing is developed. It is shownthat this analysis is not trivial and needs many approximations. To further improvethese approximations require intensive study of several sophisticated queueing models.However, the full modeling procedure presented in this paper is systematic and could beimplemented as a useful tool.References[1] M.D. Schroeder, A.D. Birrell, M. Burrows, H. Murray, et al. \Autonet: A High-speed,Self-con�guring Local Area Network Using Point-to-point Links". IEEE Journal onSelected Areas in Communications, 9(8):1318{1335, October 1991.[2] C. Seitz, D. Cohen, and R. Felderman. \Myrinet|A Gigabit-per-second Local-AreaNetwork". IEEE Micro, 15(1):29{36, February 1995.
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