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Abstract—In this paper, we first study the performance of job scheduling in a large parallel processing system where a job is modeled as a concatenation of two stages which must be processed in sequence. We denote $P_i$ as the number of processors required by stage $i$ and denote $P$ as the total number of processors in the system. The service time requirement of stage $i$, given the required $P_i$ processors, is exponentially distributed with mean $1/\mu_i$. Hence, a job can be fully described by a quadruple $(P_1, P_2, \mu_1, \mu_2)$. Three service disciplines which can fully utilize all processors in the system are studied in this paper.

We first consider a large parallel computing system where $\max(P_1, P_2) \geq P \gg 1$ and $\max(P_1, P_2) \gg \min(P_1, P_2)$. For such systems, exact expressions for the mean system delay are obtained for various job models and disciplines. Our results show that the priority should be given to jobs working on the stage which requires fewer processors. We then relax the large parallel system (i.e., $P \gg 1$) condition to obtain the mean system time for two job models when the priority is given to the second stage. Moreover, a Scale-up Rule is introduced to obtain the approximated delay performance when the system provides more processors than the maximum number of processors required by both stages (i.e., $P > \max(P_1, P_2)$). Lastly, an approximation model is given for jobs with more than two stages.

Index Terms—High-concurrency stage, low-concurrency stage, parallel processing system, processor sharing, Scale-up rule.

I. INTRODUCTION

In this paper, we first consider a parallel computing system in which jobs are composed of two stages which must be processed in sequence. In each stage, up to a given maximum number of processors can be used concurrently and the number of processors required by different stages need not be the same.

For instance, we can view a job as a program and a stage in a job as a procedure in the program where each procedure can be executed using a certain amount of processors concurrently. The number of processors required by a procedure depends on how many processors it can use in its algorithm. We denote $P_i$ as the number of processors required by stage $i$ and we denote $P$ to be the total number of processors in the system. The service time of stage $i$ given the required $P_i$ processors is exponentially distributed with mean $1/\mu_i$. Hence, a job can be fully described by a quadruple $(P_1, P_2, \mu_1, \mu_2)$. A general concept of this kind of job model was first proposed in [11].
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For easier notation, we denote the low-concurrency stage as the stage where the number of processors required equals $\min(P_1, P_2)$. Similarly, we denote the high-concurrency stage as the stage where the number of processors required equals $\max(P_1, P_2)$. Hence, the job models considered in this paper may be either 1) the low-concurrency stage precedes the high-concurrency stage or 2) the high-concurrency stage precedes the low-concurrency stage. These two job models are denoted as the LH (Low-High) job model and HL (High-Low) job model, respectively.

Other than considering the characteristics of jobs, we propose three service disciplines for such systems. The basic principle of the service disciplines studied in this paper is to fully utilize all processors such that we do not allow the system to have idle processors while there are jobs waiting in the queue. To achieve this, the system has to share processors among jobs according to a service discipline. Two of the disciplines studied in this paper use priority schemes which assign the priority to a job according to which stage the job is working on. The third discipline follows a straight First Come First Serve rule. Hence the disciplines studied are 1) priority given to jobs working on stage 1 with preemption, 2) priority given to jobs working on stage 2 with preemption, and 3) FCFS without preemption. More details about job models and service disciplines are given in the following section.

For the 2-stage job model, we first find the mean system time of LH and HL job models under different kinds of disciplines. From the obtained mean system time analysis, we then find the best service discipline to minimize the mean system time for both LH and HL job models. These results shed light on designing the operating system for a parallel computing system.

The paper is organized as follows. In Section II, we give a detailed description to the job models and various service disciplines. In Section III, we assume the number of processors required by the low-concurrency stage is far fewer than that of the high-concurrency stage (i.e., $\max(P_1, P_2) \gg \min(P_1, P_2)$) and we further assume the number of processors in the system is no more than the number of processors required by the high-concurrency stage (i.e., $P \leq \max(P_1, P_2)$). The performance of various combinations of job models and service disciplines are given and a comparison to find the best service discipline is also provided. In Section IV, we drop the $\max(P_1, P_2) \gg \min(P_1, P_2)$ condition and find the delay performance using the discipline which gives the priority to jobs working on stage 2 with preemption. In Section V, we propose a Scale-up Rule which gives a good approximation...
result of the mean system time when the number of processors in the system is more than the number of processors required by the high-concurrency stage (i.e., \( P > \text{Max}(P_1, P_2) \)). Section VI contains an approximation model for jobs with more than two stages. The concluding remarks are given in Section VII.

II. MODEL DESCRIPTION AND ASSUMPTIONS

In our model, jobs arrive to the system according to a Poisson process with rate \( \lambda \). Whenever a job in a stage requires more processors than the system currently can provide, this job simply uses all the processors available to it with an appropriately elongated stage service time such that the work done for that stage remains unchanged. That is, the service time for that stage will still be exponentially distributed but with a larger mean. For example, if a job in a stage can use 10 processors for one second of work and if there are only 5 processors available, it will use these 5 processors and require two seconds of work to complete its work. This elongated stage service time with 5 processors ensures the conservation of the work required in that stage. As mentioned earlier, this is to fully utilize all the processors in the system. An example of an LH job model is shown in Fig. 1(a) and an HL job model is shown in Fig. 1(b) where \( \text{Max}(P_1, P_2)/\text{Min}(P_1, P_2) \) equals \( m \).

The two service disciplines considered in this paper are a version of priority queueing with preemption. If the total number of processors occupied by higher priority jobs in the system is less than \( P \), those processors which are not needed by these higher priority jobs are assigned to lower priority jobs. The assignment of priorities to a job is based upon which stage the job is currently working on. Hence, when a job finishes the first stage and advances to the second stage, the priority ranking of this job will be changed.

For instance, if the priority is assigned to jobs working on stage 2, then a job advances from stage 1 to stage 2 will gain a higher priority. Moreover, in cases where \( P_2 > P_1 \) and jobs working in stage 2 have higher priorities, a job advances from stage 1 to stage 2 will achieve a higher priority and will need more processors to work on stage 2. In this case, the job will preempt processors from those jobs working on stage 1 until either it has gained enough processors for stage 2 or there are no more jobs working on stage 1. Those jobs with all processors preempted will be pushed back to the head of the queue waiting for available processors. The third discipline considered in this paper does not allow processor preemption and follows a First Come First Serve rule.

Furthermore, for all three disciplines, if there are more than one job wanting to share processors in the same stage, we will first satisfy the processor requirement of the first job before allocating processors to the second job and so on. This process continues until all processors are allocated to jobs or until all jobs are satisfied. If there are jobs which do not receive processors, they stay in the queue of that stage. Hence, the service discipline for each stage is a FCFS scheme for all disciplines. The details of the service disciplines follows.

![Fig. 1. LH and HL job models. (a) LH job model. (b) HL job model.](image)

A. Priority Given to Jobs Working on Stage One with Preemption

A job is allowed to receive service as long as there are available processors in the system following a preemptive priority service discipline. A job's priority decreases when it finishes stage 1 and enters stage 2. Under such a preemptive priority scheme, when a job enters the system while there are no available processors in the system, it can preempt processors from jobs working on stage 2, if there is any, to start servicing its stage 1.

B. Priority Given to Jobs Working on Stage Two with Preemption

In this discipline, a job's priority increases when it finishes stage 1 and enters stage 2. Hence, when a job enters stage 2 and requires more processors than it currently possesses from stage 1, it can preempt processors from jobs working on stage 1, if there is any, to start servicing its stage 2.

C. FCFS Discipline without Preemption

The discipline introduced here is a FCFS discipline where preemption is not allowed. A job is allowed to receive service as long as there are available processors in the system. Further, the processors occupied by a job cannot be preempted by any other jobs. However, if there are processors released by a job, those jobs already in service which need more processors have a higher priority than jobs in the queue to occupy the released processors. A job may release processors by either advancing from the high-concurrency stage to the low-concurrency stage or by finishing stage 2 and leaving the system.

III. PERFORMANCE EVALUATION OF DIFFERENT JOB MODELS UNDER VARIOUS DISCIPLINES

In this section, we consider a large parallel computing system where \( \text{Max}(P_1, P_2) \geq P >> 1 \) and \( \text{Max}(P_1, P_2) >> \text{Min}(P_1, P_2) \). Before further discussion, we will first examine the cases when \( P < \text{Max}(P_1, P_2) \). When \( P < \text{Max}(P_1, P_2) \), the high-concurrency stage can actually use only \( P \) processors, hence the quadruple job description should be modified. For instance, if stage 2 is the high-concurrency stage (i.e., \( P_2 > P_1 \)), then the quadruple \( (P_1, P_2, \mu_1, \mu_2) \) should be modified as \( (P_1, P, \mu_1, P/P\mu_2) \). That is, stage 2 can use all \( P \) processors for an elongated service time. Hence, we will only consider the case when \( P = \text{Max}(P_1, P_2) \) without loss of generality.
To give an example for the job model discussed in this section, the low-concurrency stage can be regarded as a serial stage which requires only one processor and the high-concurrency stage as a parallel stage which can use all processors in the system. For such a system, job models shown in Fig. 1(a) and (b) can be approximated as shown in Fig. 2(a) and (b), respectively since the number of processors required by the low-concurrency stage is negligible compared to that required by the high-concurrency stage. For the rest of this section, we will use these approximated job models for analysis. It will be shown in Section IV-A and Fig. 6 and when Max($P_1$, $P_2$) ≥ 20Min($P_1$, $P_2$), the delay performance of the job models shown in Fig. 1 is very close to the job models shown in Fig. 2, which will be analyzed in this section.

For such a system, the low-concurrency stage requires a negligible amount of total processors while the high-concurrency stage requires all $P$ processors in the system. Therefore, if the high-concurrency stage has a higher priority, there can be at most one job working on the high-concurrency stage since it will occupy all processors in the system. Under such a circumstance, all other jobs in the system will be forced to wait in the queue since there are no available processors left.

On the other hand, if the low-concurrency stage has a higher priority, then all jobs working on the low-concurrency stage can work concurrently and they will have no effect on jobs working on the high-concurrency stage because the processors taken by jobs in the low-concurrency stage are negligible.

That is, in this case, there can be as many jobs working on the low-concurrency stage and one job working on the high-concurrency stage at the same time.

In this section, we will give results of the mean system time of LH and HL job models under various disciplines. Clearly, there will be six models from a combination of two job models and three scheduling disciplines. These six models are classified into three groups in accordance to the service disciplines. Note that the formula of infinite server queues are approximations to the actual system.

A. Priority Given to Jobs Working on Stage One with Preemption

In this section, we give the priority to jobs working on stage 1. For the two job models, we denote $T_{LH}$ and $T_{HL}$ as the mean system time for the LH job model and the HL job model, respectively. These derivation will be used throughout this section.

Theorem 1: For systems with priority given to jobs working on stage 1 with preemption, the Laplace Transform, $Y_{HL}(s)$, of the system time of the HL job model is shown at the bottom of this page where $\mu_1$ equals $\lambda/\mu_1$ and $G^*(s)$ is the root of the following quadratic equation:

$$G^*(s)^2 - \frac{s + \frac{\lambda + \mu_1}{\lambda}}{G^*(s) + \frac{\mu_1}{\lambda}} = 0.$$


Proof: See Appendix A.

Theorem 2: For systems with priority given to jobs working on stage 1 with preemption,

$$T_{HL} = \frac{1/\mu_1 + 1/\mu_2}{1 - \rho_1} + \frac{\lambda}{\mu_2^2(1 - \rho_1)^2}$$

$$T_{LH} = \frac{1}{\mu_1} + \frac{1/\mu_2}{1 - \lambda/\mu_2}.$$  

Proof: Equation (2) can easily be derived from (1). To find $T_{LH}$, since stage 1 has higher priority, stage 1 can be regarded as an M/M/$\infty$ system. Further, since jobs in stage 1 occupy no processors at all, stage 2 can be regarded as an M/M/1 queue. Hence, $T_{LH}$ can be shown as in (3).

Note that $\lambda/\mu_1(=\rho_1)$ is the system load for the HL job model since only stage 1 will contribute workload to the system. Similarly, $\lambda/\mu_2(=\rho_2)$ is the system load for the LH job model. These can be seen from (2) and (3).

B. Priority Given to Jobs Working on Stage Two with Preemption

For systems which give priorities to jobs working on stage 2 with preemption, we first derive the z-transform of the number of jobs in the system as given in the following equation.

$$P(z) = \frac{\mu_2 - \lambda}{\mu_2 - \lambda z} \cdot \exp \left( \frac{\lambda/\mu_1 \cdot \left[ z - 1 + \ln \frac{\mu_2 - \lambda}{\lambda z - \mu_2} \right] }{1 + 2 \ln \frac{\mu_2 - \lambda}{\lambda z - \mu_2}} \right)$$

where $P(z)$ is defined as the z-transform of the number of jobs in the system. The proof of (4) is provided in Appendix B. From (4), we obtain the following theorem.

Theorem 3: For systems with priority given to stage 2 with preemption,

$$T_{HL} = \frac{1/\mu_1 + 1/\mu_2}{1 - \lambda/\mu_1}$$

$$T_{LH} = \frac{1/\mu_1}{1 - \rho_1} + \frac{1}{\mu_2}.$$
Proof: From (4), we can easily derive the mean number of customers in the system for the LH job model and we can hence prove (5) using Little’s result [12]. Again, to find \( T_{HL} \) is easy since stage 1 performs like an \( M/M/1 \) queue and stage 2 is like an \( M/M/\infty \) queue.

O.E.D.

C. First Come First Serve Discipline

The performance of First Come First Serve discipline for the HL job model is the same as when the priority is given to stage 2 with preemption and the reason follows. Since jobs in stage 1 possess more processors than they will need in stage 2, hence whenever a job finishes stage 1 and enters stage 2, it does not need to ask for more processors than it already possesses. Actually it will release processors to other jobs. Hence, all jobs in stage 2 will always have enough processors. Therefore, the FCFS discipline for the HL job model is the same as the case when the priority is given to stage 2.

However, for the LH job model, the exact result is not obtained. Nonetheless, we can easily show that the performance is worse than the case when priority is given to stage 1 with preemption by the following reason. For FCFS discipline, whenever there is a job in stage 2, new arriving jobs cannot start receiving service for the low-concurrency stage since all processors are occupied by old jobs in stage 2. Hence, these new jobs would have to wait in the queue before receiving service for the low-concurrency stage. However, if the discipline used is to give priority to stage 1, then these new arriving jobs can immediately start receiving service for the low-concurrency stage and will not have to wait in the queue. Moreover, jobs in stage 1 do not really occupy processors; hence, it does not interfere with jobs working on stage 2. Therefore, the mean system time for the case when priority is given to stage 1 with preemption for the LH job model is better than that using the FCFS nonpreemptive service discipline. Applying the similar argument, we can show that the LH job model performs better than the case when priority is given to stage 2 with preemption. From these conclusions, we arrive at the following results for the FCFS system.

\[
T_{HL} = \frac{1}{\mu_1} + \frac{1}{\mu_2}
\]

\[
\frac{1}{\mu_1} + \frac{1}{\mu_2} > T_{LH} = \frac{1}{\mu_1} + \frac{1}{\lambda / \mu_2}
\]

D. Performance Comparison Among Various Disciplines

Comparing (3), (5), and (8), we find that for LH job models, the system which gives priority to stage 1 with preemption has the smallest mean system time. On the other hand, for HL job models, we find that the system which gives priority to stage 2 with preemption and FCFS without preemption achieve the smallest average system time by comparing (2), (6), and (7). From the results derived above, we arrive at the following conclusions:

1) FCFS nonpreemptive discipline is not the optimal discipline.
2) The best service discipline depends on job models.
3) For the disciplines considered in this paper, the priority should be given to the low-concurrency stage which requires fewer processors.

Conclusion 3) above may not seem obvious. As a known fact, the best service discipline to minimize the mean system time is to give higher priority to jobs with less remaining service time if that is known. In our 2-stage job model, jobs working on stage 2 clearly are closer to completion than jobs working on stage 1; hence, the priority should be given to jobs working on stage 2 for both job models. However, from conclusion 3) stated above, we know that the priority should be given to stage 1 in the LH job model. This is opposite to our intuitive reasoning.

The reason for this can be explained as follows. The problem of giving the priority to the high-concurrency stage is that by so doing, whenever there is a job in the high-concurrency stage, all jobs in the low-concurrency stage will be forced to wait since all processors are occupied by the job in the high-concurrency stage. Once all jobs in the high-concurrency stage finish services, all the processors will be released to jobs waiting to receive service for the low-concurrency stage. Since the number of processors required by all jobs working in the low-concurrency stage is small compared to the number of processors in the system, therefore, most of the processors will be idle. It is this waiting time in the low-concurrency stage and the inefficiency of utilizing processors which causes the poor performance.

On the other hand, if the priority is given to the low-concurrency stage, then all jobs in the low-concurrency stage would not have to wait in any case. Further, jobs in the high-concurrency stage can also receive service since the number of processors occupied by jobs in the low-concurrency stage is negligible. Hence, by giving the priority to the low-concurrency stage obtains a better delay performance for all job models. An example is shown in Fig. 3 for \((P_1, P_2, \mu_1, \mu_2) = (1, 20, 1, 1)\) and \(P = 20\). Fig. 3 shows that the system with priority given to jobs working on stage 1 has the best performance while the performance of the system with FCFS discipline is very close to it. In Fig. 3, the mean system time for the FCFS discipline is obtained by simulations.

This conclusion can be further extended to a 3-stage job model where a job is composed of a low-concurrency stage followed by a high-concurrency stage followed by another low-concurrency stage as shown in Fig. 4. From the results obtained in Theorems 2 and 3 and by defining \(\rho_2\) to be \(\lambda / \mu_2\), we can easily obtain the mean system delay for the following cases.

Case 1: If the highest priority is given to jobs working on stage 3, the next priority to jobs working on stage 2, and the lowest priority to jobs working on stage 1; we have

\[
T_{LHL} = \frac{1}{\mu_1} + \frac{1}{\mu_2} + \frac{1}{\mu_3}
\]

Case 2: If the highest priority is given to jobs working on stage 3, the next priority to jobs working on stage 1, and the lowest priority to jobs working on stage 2; we have

\[
T_{LHL} = \frac{1}{\mu_1} + \frac{1}{\mu_2} + \frac{1}{\mu_3}
\]
Fig. 3. The comparison for three service disciplines for $(P_1, P_2, \mu_1, \mu_2) = (1, 20, 1, 1)$ and $P = 20$.

Fig. 4. A 3-stage job model with one high-concurrency stage and two low-concurrency stages.

Case 3: If the highest priority is given to jobs working on stage 1, the next priority to jobs working on stage 2, and the lowest priority to jobs working on stage 3; we have

$$T_{LHL} = \frac{1}{\mu_1} + \frac{1/\mu_2 + 1/\mu_3}{1 - \rho_2} + \frac{\lambda}{\mu_3^2(1 - \rho_2)^2}$$

Note that in Case 1, we give the priority to jobs closer to completion while in Case 2 the priority is given to jobs working on stages which require fewer processors. From these results, we can clearly see that Case 2 has the smallest mean system time. Hence, our conclusion in this section also works for 3-stage job models with one high-concurrency stage.

IV. DELAY ANALYSIS BY RELAXING
Max($P_1, P_2$) $\gg$ Min($P_1, P_2$) CONDITION

In this section, we relax the Max($P_1, P_2$) $\gg$ Min($P_1, P_2$) condition as required in the previous section. As before, we define $m$ to be Max($P_1, P_2$)/Min($P_1, P_2$) and denote $P$ as the total number of processors and assume $P = \text{Max}(P_1, P_2)$, i.e., the number of processors in the system equals the number of processors required by the high-concurrency stage. For cases when $P > \text{Max}(P_1, P_2)$, a good approximation will be given after the introduction of the Scale-up rule, which will be described in the following section. In this section, we will only consider the discipline which gives the priority to stage 2 with preemption.

A. The LH Job Model

In this subsection, we consider the situation when the low-concurrency stage precedes the high-concurrency stage. This job can be modeled as shown in Fig. 1(a). The difference between this model and the one given in the previous section is that in this model there can be at most $[m]$ jobs working concurrently on the low-concurrency stage if there is no job working on the high-concurrency stage. As before, if there is a job working on the high-concurrency stage, all jobs in the low-concurrency stage will be forced to wait in the queue.

To draw a Markov chain for such a model, since $P_2 = mP_1$, we can normalize the number of processors required by stages by using $P_1 = 1$ and $P_2 = P = m$ without affecting the result. For example, a job model with $P_1 = 2$, $P_2 = 6$, and $P = 6$ should have the same performance with the job model with $P_1 = 1$, $P_2 = 3$, and $P = 3$. We define $p(k, j)$ to be the probability that there are $k$ jobs in stage 1 and $j$ jobs in stage 2 in the system. Since the priority is given to stage 2, hence whenever $j > 0$, then all $k$ jobs in stage 1 have to wait in the queue. Furthermore, all jobs in stage 1 will be paused whenever $j = 1$; hence no more job can advance from stage 1 into stage 2. Hence, the value of $j$ can only be 0 or 1. If $j = 0$ and $k \leq m$, then all jobs in stage 1 are in service. If $j = 0$ and $k > m$, then there are $m$ jobs working on stage 1 and the other $k - m$ jobs are waiting in the queue. Hence, the Markov chain of this model can be shown in Fig. 5.

Note that the overall system load can be expressed as $\lambda(m\mu_1 + \mu_2)/(m\mu_1\mu_2)$, hence the condition for a stable system is $\lambda < m\mu_1\mu_2/(m\mu_1 + \mu_2)$. We obtain the $z$-transform of the number of jobs in the system in the following equations.

For the LH job model as shown in Fig. 1(a), the $z$-transform of the number of jobs in the system is

$$P(z) = \frac{\mu_1\mu_2}{-\lambda^2 z + m\mu_1\mu_2 - m\lambda\mu_1 z - \mu_2 z + \lambda^2 z^2} \sum_{k=0}^{m-1} (m-k)p(k,0)z^k$$

(9)

where $p(k,0)$ for $0 \leq k \leq m - 1$ can be obtained from (10) to (13).

$$\sum_{k=0}^{m} (m-k)p(k,0) = \frac{m\mu_1\mu_2 - m\lambda\mu_1 - \mu_2}{\mu_1\mu_2}$$

(10)

$$p(1,0) = \frac{\lambda(\lambda + \mu_2)}{\mu_1\mu_2} p(0,0)$$

(11)

$$p(2,0) = \frac{\lambda^2[(\lambda + \mu_2)^2 + \lambda\mu_1]}{2\mu_1^2\mu_2^2} p(0,0)$$

(12)

For $k \geq 3$

$$p(k,0) = \frac{(\lambda + \mu_2)[\lambda + (k-1)\mu_1]}{k\mu_1\mu_2} p(k-1,0)$$

(13)
The proofs of (9) to (13) are included in the Appendix C. From the above results, we can easily find the mean number of jobs in the system. Using the mean number of jobs in the system and Little’s result [12], we can find the mean system time as follows.

\[
T_{1,H} = \frac{\mu_1\mu_2}{\lambda(m\mu_1\mu_2 - m\lambda\mu_1 - \lambda\mu_2)} \sum_{k=1}^{m-1} k(m-k)p(k,0)
- \frac{\lambda - m\mu_1 - \mu_2}{m\mu_1\mu_2 - m\lambda\mu_1 - \lambda\mu_2} \quad (14)
\]

where \(p(k,0)\) for \(0 \leq k \leq m - 1\) can be obtained from (10) to (13).

Here we will compare the results shown in (5) and (14). For both cases, the job model considered are the LH job model. As mentioned in Section III, the results obtained from (5) should be a good approximation to that from (14) when \(m >> 1\). Fig. 6 gives the delay performance of an example with \((P_1, P_2, \mu_1, \mu_2) = (1, 20, 1, 1)\) using (14) and another curve derived from (5) using \(\mu_1 = \mu_2 = 1\). Fig. 6 shows that these two curves are very close to each other. Intuitively, we know that the results derived from (5) and (14) will be even closer for a larger \(m\). This confirms our assumption in Section III.

B. The HL Job Model

We study the case when the high-concurrency stage precedes the low-concurrency stage in this subsection. As defined above, we define \(p(k,j)\) to be the probability that there are \(k\) jobs in stage 1 and \(j\) jobs in stage 2 in the system. Since the priority is given to stage 2, hence whenever there are \(j\) jobs working in stage 2 (i.e., \(j = m = P_2\)), then all \(k\) jobs in stage 1 are forced to wait in the queue. Therefore, there can be at most \(m\) jobs in stage 2. Unfortunately, we are not able to solve the general case for an arbitrary value of \(m\). However, the result for \(m = 2\) can be derived and are given at the bottom of this page. The Markov chain for \(m = 2\) is shown in Fig. 7.

To prove (15) is easy but tedious. We omit the details which can be found in [7].

\[
T_{HL} = \frac{3\mu_2^2 + \mu_1\mu_2 + 2\mu_1^2}{\mu_2(\lambda + 2\mu_2)(\mu_1 + 2\mu_2)(\lambda\mu_1 + 2\lambda\mu_2 - 2\mu_1\mu_2)} \quad (15)
\]
which provided an approximation for such a system. In [1] and [3] this model was extended to achieve a better result. We define \( W_{M/G/n} \) as the mean waiting time for an \( M/G/n \) system. In [13] and [14] the following approximation for \( W_{M/G/n} \) was suggested as shown in (16). This expression proved to be a very good approximation as some simulation results in [7] demonstrated.

\[
W_{M/G/n} \approx \frac{W_{M/G/I}}{W_{M/M/I}} \cdot W_{M/M/n}.
\]  

A queueing model with a varying number of required processors has been studied in some previous works [17]–[19]. However, in these works, none of them tried to make a full use of all processors. That is, only our model will not allow cases where there are available processors idle in the system while there are also jobs waiting in the queue.

In this subsection, we will extend (16) to the 2-stage job model when \( P > \max(P_1, P_2) \). Although the number of processors required by a job varies during its execution on different stages, we were surprised, and pleased, to discover that the rule which applies to the classical queueing system as stated in (16) also applies in our model. In other words, if we have to find the mean waiting time for a parallel system with \( P > \max(P_1, P_2) \), we will first find the mean waiting time for the system with \( P' \) processors where \( P' = \max(P_1, P_2) \) using the method derived in the previous section. From the result obtained for \( P' = \max(P_1, P_2) \), we apply the following Scale-up rule to obtain the result for system with \( P \) processors (\( P > P' \)).

Scale-up Rule: Given a system with \( P' \) processors and the job model \( (P_1, P_2, \mu_1, \mu_2) \), we want to find the mean waiting time if \( P > \max(P_1, P_2) \). We first obtain the mean waiting time of the system assuming the number of processors in the system, denoted as \( P' \), equals \( \max(P_1, P_2) \). This result can be obtained from the previous section. We denote the mean waiting time for such a system with \( P' \) processors as \( W_{M/JM/I}(\rho) \), where \( \rho \) is the system load and JM stands for “Job Model.” For the original system with \( P \) processors and denoting \( P/P' \) as \( n \ (n > 1) \), we define \( W_{M/JM/n}(\rho) \) to be the mean waiting time of the system with \( P = nP' \) processors.

Similarly, we define \( W_{M/JM/n}(\rho) \) to be the mean waiting time of an ordinary \( M/M/n \) queuing system with mean service time equals \( 1/\mu_1 + 1/\mu_2 \). The Scale-up Rule says that

\[
W_{M/JM/n}(\rho) \approx \frac{W_{M/JM/I}(\rho)}{W_{M/M/I}(\rho)} \cdot W_{M/M/n}(\rho).
\]  

Since the parameters in the right hand side of (17) are all known values, hence \( W_{M/JM/n}(\rho) \) in the left hand side can be calculated. The approximation result is a combination of the use of the exact result from Section IV and the use of the Scale-up rule. From the obtained mean waiting time, we can easily obtain the mean system time by adding into the mean service time which equals \( 1/\mu_1 + 1/\mu_2 \). Some examples are given to show how good these approximation results are. Figs. 8 to 11 give a comparison between simulation results and approximation results using the Scale-up rule where the priority is given to stage 2. The approximation results are obtained by first exactly finding the mean system time for \( P = 2 \) using the technique given in Section IV, then the scale-up rule is used to obtain the results for \( P > 2 \). Two cases are given for two different job models. One is described as \( (P_1, P_2, \mu_1, \mu_2) = (1, 2, 1, 1) \) and the other is described as \( (P_1, P_2, \mu_1, \mu_2) = (2, 1, 1, 1) \). Figs. 8 and 9 show the results when \( P = 4 \) and Figs. 10 and 11 show the result when \( P = 10 \). From these figures we show that the Scale-up Rule is indeed a very good approximation method.

VI. AN APPROXIMATION FOR THE GENERAL CASES

As we mentioned earlier, to exactly evaluate the performance of a general case with \( N \ (N > 2) \) stages is extremely difficult. In this section, using the exact solution of the 2-stage model and the scale-up rule, we give an approximation method for any general processor-time task graph and any number of processors in the system. In this model, we give higher priority to jobs closer to completion. That is, jobs in the last stage (the \( N \) th stage) have the highest priority while jobs in the first stage have the lowest priority. Again, preemption is assumed. The simulation of this approximation method shows reasonably good results.
Given a processor-time task graph, we divide the processor-time task graph into two pieces such that the mean service time for each piece is the same. In each piece, we average the work load over its service time to find the average number of processors needed. By so doing, we achieve a 2-stage model as analyzed in Section IV. We use this modified 2-stage model as the basis for the approximation model.

If the first stage requires fewer processors than the second stage in the modified model, we use the result obtained in Section IV-A. An example is shown in Fig. 12. In Fig. 12(a), the processor vector for this 4-stage job is [3, 1, 3, 9] and the corresponding time vector is [1/2, 1/2, 1/2, 1/2]. By dividing the time vector into two equal pieces, the first two stages of Fig. 12(a) will be merged into the first stage of the modified model as shown in Fig. 12(b). Similarly, the last two stages of Fig. 12(a) will be merged into the second stage of the modified model as shown in Fig. 12(b). In order to make the workload in Fig. 12(b) to be the same as in Fig. 12(a), the processor vector of Fig. 12(b) is [2, 6] and the time vector is [1, 1]. Figs. 13 and 14 show the approximation results for this example given 12 and 45 processors in the system, respectively. From these figures, we see that the approximation results are very close to the simulation results.

If the first stage requires more processors than the second stage in the modified model, there is one more step to be done in the approximation method. An example is given in Fig. 15. In Fig. 15(a), the processor vector is [3, 9, 3, 1] and the time vector is [1/2, 1/2, 1/2, 1/2]. Applying the same rule as we did in Fig. 12, we convert Fig. 15(a) into Fig. 15(b) such that the processor vector and the time vector of Fig. 15(b)
Fig. 12. (a) An example with \[ P_1, P_2, P_3, P_4, \mu_1, \mu_2, \mu_3, \mu_4 \] = [3, 1, 3, 9, 1/2, 1/2, 1/2, 1/2]. (b) An approximation model for (a).

Fig. 13. An approximation result for Fig. 12(a) and \( P = 12 \).

Fig. 14. An approximation result for Fig. 12(a) and \( P = 45 \).

are [6, 2] and [1, 1], respectively. Since we can analyze the system only when the number of processors required in the first stage is exactly twice of that in the second stage, we have to modify the modified 2-stage model by using a modified 3-stage model. The first stage of the modified 3-stage model [as shown in Fig. 15(a)] is the same as the first stage of the modified 2-stage model [as shown in Fig. 15(b)]. The second stage of the modified 3-stage model is modified such that it requires exactly half of the processors required in the first stage (of the modified 3-stage model) and the total workload required in the stage is the same as that of the second stage from the 2-stage model. The third stage in the 3-stage model is used to adjust the no-queueing service time such that it is the same for the modified 2-stage model and the modified 3-stage model.

The processor vector and the time vector for Fig. 15(c) are [6, 3, 0] and [1, 2/3, 1/3], respectively. Although the model in Fig. 15(c) is different from the model described in Section IV-B, it can be solved by using the result from Section IV-B. Notice that the third stage has the highest priority and requires no processors from the system at all; the existence of stage three has no impact on stages one and two. Hence, we can solve this problem by first neglecting the third stage in Fig. 15(c) and apply the results obtained from Section IV-B; from this result, we add the mean service time of stage three to it to get the overall mean response time. Figs. 16 and 17 show the approximation results for this example given there are 12 and 45 processors in the system, respectively.

VII. CONCLUSIONS

In this paper we are able to find the average system delay of various job models and disciplines when \( \max(P_1, P_2) \geq P >> 1 \) and \( \max(P_1, P_2) >> \min(P_1, P_2) \) in a large parallel processing system. Further, we conclude the following conclusion that the priority should be given to jobs working on the low-concurrency stage to achieve a better delay performance. This priority assignment scheme remains true for 3-stage job models with a high-concurrency stage preceded and followed by low-concurrency stages. By dropping the \( \max(P_1, P_2) >> \min(P_1, P_2) \) condition, we also obtain the mean system delays for cases when the priority is given to jobs working on stage 2. A Scale-up Rule is further proposed which gives very good approximation results for systems when the number of processors in the system is greater than \( \max(P_1, P_2) \). Finally, an approximation model for the general cases with \( N \ (N > 2) \) stages is included which shows reasonably good results.
A. Proof of Theorem 1

Proof: For the HL job model, we can regard stage 1 as an M/M/1 queue. Hence, we have the Laplace transform of the system time for stage 1, denoted as \( Y^*_1(s) \), given in [9, p. 195]

\[
Y^*_1(s) = \frac{\mu_1 (1 - \rho_1)}{s + \mu_1 (1 - \rho_1)}. \quad (A1)
\]

For stage 2, the system time can be found by using the delay cycle analysis given in [10, p. 110]. When stage 1 is idle, jobs in stage 2 have an exponential service time distribution with parameter \( \mu_2 \). However, when stage 1 becomes busy, jobs in stage 2 will all be paused until stage 1 becomes idle again and resume the work. Clearly, the system time for stage 2 can be modeled as a delay cycle. The distribution of the initial delay cycle can be found in the following.

It is shown in [9] in page 176 that in an M/G/1 system, the probability that a departure finds \( k \) jobs in the system equals the probability that there are \( k \) jobs in the system in equilibrium. Hence,

\[
P_{\text{departure finds } k\text{ jobs}} = (1 - \rho_1) \rho_1^k. \quad (A2)
\]

A departure from stage 1 to begin receiving service in stage 2 finds \( k \) jobs still in stage 1 has an initial delay cycle whose Laplace transformed distribution, denoted as \( G_0^{(k)}(s) \), can be represented as

\[
G_0^{(k)}(s) = \left( \frac{\mu_1}{s + \mu_1} \right)^k \cdot \frac{\mu_2}{s + \mu_2}. \quad (A3)
\]

From the delay cycle analysis formula [10], we have the Laplace transform of the system time for stage 2, denoted as
$Y_2^*(s)$, given as

$$Y_2^*(s) = \sum_{k=0}^{\infty} (1 - \rho_1) \rho_1^k \cdot G_0^{(k)}(s + \lambda - \lambda G^*(s))$$

$$= \sum_{k=0}^{\infty} (1 - \rho_1) \rho_1^k \cdot \frac{\mu_1}{s + \lambda - \lambda G^*(s)} \left[ s + \lambda - \lambda G^*(s) + \mu_1 \right]^k$$

$$= \frac{\mu_2}{s + \lambda - \lambda G^*(s) + \mu_2}$$

$$= \frac{\mu_2(1 - \rho_1)}{s + \lambda - \lambda G^*(s) + \mu_2}$$

$$= \frac{\mu_1 \mu_2 (1 - \rho_1)}{G^*(s)[s + \lambda - \lambda G^*(s) + \mu_2][s - \lambda G^*(s) + \mu_1]}$$

where $\rho_1$ equals $\lambda/\mu_1$ and $G^*(s)$ is the Laplace transform of the busy period distribution of stage 1.

From (A1), (A2), and (A3), the Laplace Transform, $Y_2^*(s)$, of the system time of the HL job model equals $Y_1^*(s) \cdot Y_2^*(s)$ as shown in (1).

Q.E.D.

B. Proof of (4)

Proof: By defining state $(n_1, n_2)$ as $n_1$ jobs in stage 1 and $n_2$ jobs in stage 2, we have the Markov chain given in Fig. 18 and the following equilibrium balance equations:

$$(\lambda + k \mu_1)p(k, 0) = \lambda p(k - 1, 0) + \mu_2 p(k, 1), \quad k \geq 1$$  \quad (B1)

$$(\lambda + \mu_2)p(k - 1, 1) = k \mu_1 p(k, 0) + \lambda p(k - 2, 1), \quad k \geq 2$$  \quad (B2)

$$\lambda p(0, 0) = \mu_2 p(0, 1)$$  \quad (B3)

$$\lambda + \mu_2 p(0, 1) = \mu_1 p(1, 0).$$  \quad (B4)

We define $p(k)$ to be the probability that there are totally $k$ jobs in the system and define the following notation:

$$P(z) = \sum_{k=0}^{\infty} p(k)z^k, \quad P_0(z) = \sum_{k=0}^{\infty} p(k, 0)z^k,$$

$$P_1(z) = \sum_{k=0}^{\infty} p(k, 1)z^k.$$

Since $p(k) = p(k, 0) + p(k - 1, 1)$, it can easily be shown that $P(z) = P_0(z) + zP_1(z)$. From (B1) and (B3) we have

$$\lambda P_0(z) + \mu_1 z \frac{d}{dz} P_0(z) = \lambda z P_0(z) + \mu_2 P_1(z).$$  \quad (B5)

From (B2) and (B4) we have

$$(\lambda + \mu_2) P_1(z) = \mu_1 \frac{d}{dz} P_0(z) + \lambda z P_1(z).$$  \quad (B6)

From (B5) and (B6) we have the following differential equation for $P_0(z)$.

$$(\lambda - \mu_2) \mu_1 \frac{d}{dz} P_0(z) + \lambda (\lambda + \mu_2 - \lambda z) P_0(z) = 0.$$  \quad (B7)

Solving this linear differential equation we obtain the following explicit expression for $P_0(z)$:

$$P_0(z) = c \cdot \exp((\lambda/\mu_1)(z - \ln(\lambda + \mu_2)))$$  \quad (B7)

where $c$ is a constant yet to be determined. From (B5) and (B6) we have

$$P_1(z) = \frac{\mu_2}{\mu_2 - \lambda} \frac{\lambda}{P_0(z)}.$$  \quad (B8)

Combining (B7), (B8), and $P(1) = 1$ we find $c$ to be

$$c = \frac{\mu_2 - \lambda}{\mu_2} \exp((-\lambda/\mu_1)(1 - \ln(\mu_2 - \lambda))).$$

From the above results we have the $z$-transform of the number of jobs in the system as shown in (4).

Q.E.D.

C. Proof of (9) to (13)

Proof: From the Markov chain given in Fig. 6, we have

$$(\lambda + k \mu_1)p(k, 0) = \lambda p(k - 1, 0) + \mu_2 p(k, 1), \quad 1 \leq k \leq m$$  \quad (C1)

$$(\lambda + m \mu_1)p(k, 0) = \lambda p(k - 1, 0) + \mu_2 p(k, 1), \quad k > m$$  \quad (C2)

$$(\lambda + \mu_2)p(k - 1, 1) = \lambda p(k - 2, 1) + k \mu_1 p(k, 0), \quad 2 \leq k \leq m$$  \quad (C3)

$$(\lambda + \mu_2)p(k - 1, 1) = \lambda p(k - 2, 1) + \mu_1 p(k, 0), \quad k > m$$  \quad (C4)

$$\lambda p(0, 0) = \mu_2 p(0, 1)$$  \quad (C5)

$$\lambda + \mu_2 p(0, 1) = \mu_1 p(1, 0).$$  \quad (C6)
We define \( p(k) = P[k \text{ jobs in the system}] = p(k, 0) + p(k - 1, 1) \). We further define
\[
P(z) = \sum_{k=0}^{\infty} p(k) z^k, \quad P_0(z) = \sum_{k=0}^{\infty} p(k, 0) z^k, \quad P_1(z) = \sum_{k=0}^{\infty} p(k, 1) z^k.
\]
Hence, we have \( P(z) = P_0(z) + z P_1(z) \). From (C1) and (C2) we have
\[
(\lambda + m \mu_1 - \lambda z) P_0(z) = \mu_2 P_2(z) + \mu_1 \sum_{k=0}^{m-1} (m-k) p(k, 0) z^k.
\]
Similarly, from (C3) and (C4) we have
\[
[(\lambda + \mu_2) z - \lambda z^2] P_1(z) = m \mu_1 P_0(z) - \mu_1 \sum_{k=0}^{m-1} (m-k) p(k, 0) z^k.
\]
From (C7) and (C8) we have
\[
P_2(z) = \frac{\lambda}{\mu_2 - \lambda z^2} P_0(z).
\]
From (C7), (C8), and (C9) we have \( P(z) \) as shown in (9).

The remaining job is to find all \( p(k, 0) \) for \( 0 \leq k \leq m - 1 \). Using (9) and (10) we can obtain (10).

Equations (11), (12), and (13) can easily be obtained from arranging (C1), (C3), (C5), and (C6). From (10) through (13) we are able to find all \( p(k, 0) \) for \( 0 \leq k \leq m - 1 \). Q.E.D.
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