The processors computer system is considered in the paper under review, the two computers are assumed to be structurally identical except for their computational speed. The analysis presented is applicable only to rather restricted systems but it must be recognized that this work represents one of the first analytical treatments of such problems. The principal result (which unfortunately is not spelled out early in the paper) shows that for a distribution of computation time which is uniform over some interval the performance depends directly upon the ratio \( \frac{u}{m} \) of the distribution's standard deviation to its mean. This is a rather interesting and simple result; it must be recognized that it is applicable only to the specialized models of parallel computation considered in the paper. The performance measure \( R \) is defined as the ratio of the expected computation time for the two-processor system to the expected time for a single-processor system. The authors fail to give a clear definition of just which single-processor system they are using. Their results show the lower bound from below by \( \frac{1}{2} \) and that this lower bound may be achieved when \( \frac{u}{m} = 0 \). The interpretation of this result must be made with care since the comparison is biased in favor of the two-processor system, i.e., one clearly expects superior behavior for a two-processor system as compared to a single-processor system when all computational speeds are the same. Indeed, for such systems, it may be shown that \( \frac{1}{2} \leq R \leq 1 \) since at worst one of the two processors is always idle (giving \( R = 1 \)), and at best both processors are always busy (giving \( R = \frac{1}{2} \)).

The models analyzed in the paper consider the case of a fixed size common buffer which the two processors share. This buffer is used to hold the intermediate results of the first processor for subsequent use by the second processor. Consequently, the first processor must sit idle whenever the buffer is full and wait until the second processor is ready to empty (use) a portion of the stored results. On the other hand, the second processor will be forced to cease work whenever it needs new data and finds the buffer empty. The two cases considered by the authors are 1) a buffer capable of holding the entire "unit" of intermediate computation and 2) an infinite buffer size. The first case was analyzed using a discrete model as well as a continuous model; for the discrete model, a computer evaluation was performed for a specific bivariate interpolation problem and the resultant computer delay times are presented. It would be interesting to consider the analogies between the models presented in this paper and certain models of queueing theory, in particular, cyclic queueing models.

This reviewer would like to call attention to a small error in Table I of the paper under review. Values for \( \frac{u}{m} \) (for a positive random variable which is uniformly distributed) are listed and the value \( \frac{u}{m} = 1 \) is included. It is easy to show that \( \frac{u}{m} \leq \sqrt{3} \) for such a distribution. For this maximum value of \( \frac{u}{m} \) we find that the maximum value of \( R \) is \( \frac{1}{2} \). Certain other specific errors have been found. The description of Model 1 is inconsistent; the corrected rule 2 should state that "PU1 may not begin its \( i+2 \)nd unit until PU2 completes its \( i \)th unit." The statement preceding (12), Model 1, should read "\( \text{Var}(a) = 4 \text{Var}(b) \)." Typographical errors exist in (1), Model 1, where \( b \) should be \( h \), and in Appendix 1. In (12), Model 2, the arguments of \( f \) and \( g \) must be interchanged.

In summary, it may be said that a new class of rather interesting and useful problems has been considered in this paper. Although the results are obtained for rather restricted models, and are themselves rather limited, it must be realized that models of parallel computation have heretofore been badly neglected. Consequently, this work, representing one of the first treatments of such problems, is recommended to those interested in multiprocessor computer systems.
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