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Abstract.Nomadic computing and communications is upon us. We are all nomads, but we lack the systems support to assist

us in our various forms ofmobility. In this paper, we discuss the vision of nomadicity, its technical challenges, and approaches to the

resolution of these challenges. One of the key characteristics of this paradigm shift in the waywe deal with the information is that we

face dramatic and sudden changes in connectivity and latency. Our systems must be ``nomadically-enabled'' in that mechanisms

must be developed that deal with such changes in a natural and transparent fashion. Currently, this is not the case in that our systems

typically treat such changes as exceptions or failures; this is unacceptable. Moreover, the industry is producing ``piece parts'' that

are populating our desktops, briefcases and belt-hooks, but that do not interoperate with each other, in general.We require innova-

tive and systemwide solutions to overcome these problems. Such are the issues we address in this paper.

1. The vision

The usual assumption that most of us make about

our computing and communication environment is that

we are ``always'' connected. The Client/Server para-

digmmakes such an assumption. The local area network

with PC's connected to each other and to servers makes

such an assumption. The computer on the Internet

makes such an assumption. Most of us think this is the

natural state of affairs. But this is fast becoming an anti-

quated view! For indeed, most of us are ``nomads'' when

it comes to computing and communications.We live in a

disconnected world much of the time as we travel

between our office, home, airport, hotel, automobile,

branch office, bedroom, etc. Thus we must take the

disconnected state as a ``usual'' one, instead of an

``exceptional'' one. To be disconnected is not a failure

mode, as is the current view. Rather, it is a common

mode.

As nomads, we own computers and communication

devices that we carry about with us in our travels.

Moreover, even without carrying portable computers or

communications, there are many of us who travel to

numerous locations in our business and personal lives,

and who require access to computers and communica-

tions when we arrive at our destinations. Indeed, a move

frommy desk to a conference table in my office constitu-

tes a fundamentally nomadic move since the computing

platforms and communications capability may be con-

siderably different at the two locations (even though

they are separated by nomore than 5 feet). The variety of

portable computers is impressive, ranging from laptop

computers, to notebook computers, to personal digital

assistants (or personal information managers), to smart

credit card devices, to wrist watch computers, etc. In

addition, the communicationcapability of these portable

computers is advancing at a dramatic pace from high

speed modems, to PCMCIAmodems, to email receivers

on a card, to spread-spectrum hand-held radios, to

CDPD transceivers, to portable GPS receivers, to giga-

bit satellite access, etc.

The combination of portable computing with port-

able communications is changing thewaywe think about

information processing [1]. We now recognize that

access to computing and communications is necessary

not only from one's ``home base'', but also while one is in

transit and/or when one reaches one's destination.

Indeed, anytime, anywhere access.

The conclusion is clear: wemust architect our systems

to be nomadic-aware from the start, and not as ad-hoc

patches to systems that are rigid in their view of connect-

edness. The essence of a nomadic environment is to auto-

matically adjust all aspects of the user's computing,

communications, and storage functionality in a trans-

parent and integrated fashion.

The transparency we talk about is with respect to the

following:

� Location you are at.

� Communication device you are using (modem,

Ethernet card, etc.).

� Communication bandwidthyou have available.

� Computing platformyou are using.

� Whether or not you are inMotion.

The notion of transparency here does not refer to the

quality of service one sees, but rather to the perception of

a computing environment that automaticallyadjusts to

the processing, communications and access available at

the moment. For example, the bandwidth for moving
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data between a user and a remote server could easily vary

from a few bits per second (in a noisy wireless envi-

ronment) to hundreds of megabits per second (in a hard-

wired ATM environment); or the computing platform

available to the user could vary from a low-powered

Personal Digital Assistant while in travel to a powerful

supercomputer in a science laboratory. Moreover, the

ability to accept partial or incomplete results is an option

that must be made available due to the uncertainties of

the informatics infrastructure.

These ideas form the essence of a major shift to

``nomadicity'' (nomadic computing and communica-

tions) that we choose to address in this paper. The focus

is on the system support needed to provide a rich set of

capabilities and services to the nomad as he moves from

place to place in a transparent and convenient form.

2. The technical challenges
1

Let us consider some of the obvious technical chal-

lenges wemust face with regard to nomadicity.We begin

by listing some of the key system parameters with which

one must be concerned in designing nomadic systems

support. These include: bandwidth; latency; reliability;

error rate; delay; storage; processing power; interfer-

ence; interoperability; user interface; cost, etc. Indeed,

these are theusual concerns for any computer-communi-

cation environment, but what makes them of special

interest for us is that the values of these parameters

change dramatically as the nomad moves from location

to location. In addition, some totally new and primary

concerns arise for the nomad such asweight, size, battery

life, processing power, mobility, interference, damage,

loss and theft, of his portable devices.

One can easily identify thephysical partsof a nomadic

system as consisting of the following (among others):

People thatmove (or don't).

Things thatmove (or don't).

Things that communicate (or don't).

Things you connect to (or not).

Things that can process, store, etc.

Things that can sense.

Things that can actuate.

On the other hand, the logical parts of a nomadic system

are more slippery to define. Among others, they consist

of the following:

Context (what things surround and touch my current

activity).

Individuated nexus (what is the set of currently working

objects).

Shared objects (what things are shared with me and

others).

Replicated objects (what things are copied in multiple

locations).

Cached objects (what do I hold onto as I travel and use

objects).

Many of our current systems problems are severe

enough, but nomadicity exacerbates almost all of them,

including the following:

Disconnectedness.

Variable connectivity: unpredictable and voluntary.

Variable bandwidth.

Variable latency.

Variable routes, virtual circuits, etc.

Variable requirements as the nomadmoves.

Resource replication.

Awareness of the environment by the user

(environment discovery).

Awareness of the user by the environment (user discov-

ery).

Foreign languages encountered.

Adaptivity/compression to match bandwidth and plat-

form capability.

In general, we are overwhelmed in this environment

by the management of distributed ``stuff''.Those entries

at the top of this last list are capable of changing extre-

mely quickly, making things even more problematical.

Other legacy problems cause serious performance

degradations as well; for example, application protocols

that insist upon long chains of round trip exchanges of

control messages in order to get initiated. Unduly large

headers can lead to large efficiency losses in the slow,

expensive communication environments often encoun-

tered by the nomad; the same can be said about

latencies.

These technology challenges demand innovative and

system-wide solutions. In the next section, we introduce

some of the recent work that has been initiated in an

attempt to address some of these issues.

3.Approaches to technology solutions

One can identify at least three things that need to be

done if we are to tame the problem of understanding

nomadicity. They are:

1. Develop a systems architecture and network proto-

cols for nomadicity.

2. Develop a nomadicity reference model.

1 Some of the ideas presented in this section were developed with two

groups with which the author has collaborated in work on nomadic

computing and communications. One of these is the Nomadic

Working Team (NWT) of the Cross Industrial Working Team [2];

the author is the chairman of the NWT. The second group is a set of

his colleagues at the UCLA Computer Science Department who are

working on a DARPA supported effort known as TRAVLER, of

which he is Principal Investigator.
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3. Develop performance models of the nomadic envi-

ronment.

We develop each of these in the rest of this section.

3.1.Develop a systems architecture and network

protocols for nomadicity

The architecture should provide for interoperation

between the wired and wireless infrastructures as well as

handle the nomadicity concerns of unpredictable user

behavior, unpredictable network, unpredictable com-

puting, and graceful degradation.

The architecture should consist of the following

components: integrated access to services; ad-hoc access

to services 2; bandwidth-processor/resolution adapt-

ivity 3; dynamic shift of functionality4; automatic sen-

sing, searching, and/or tracking of users as they move

around the network, sometimes appearing thousands of

miles away from their last visit to the network5; coop-

eration among the key components of the system at all

levels of the architecture which we can identify (for

example, working our way up the stack, we might con-

sider sensors, actuators, devices, network, operating sys-

tem, services, apps, etc.); maximum independence

between the network and the applications that are devel-

oped on the net.

An issue central to any discussion of a system archi-

tecture is scaling. A proper architecture should scale

with respect to most of the key system design param-

eters. A short list is as follows:

heterogeneity,

addressing,

bandwidth,

distance,

number of users,

quality of service.

There is a growing body of nomadicity research and

development. Some of the components that are being

developed are listed below:

� An integrated software framework for a common vir-

tual network layer [4].

� A flexible multilevel replication capability.

� File synchronization as disconnected systems recon-

nect at unpredictable times [5].

� Predictive caching (hoarding) of needed files and

objects when one prepares to travel in disconnected

or variable connectivity environments [6].

� Resource discovery of tools, data, content, devices,

etc. [7].

� Automatic discovery of a user's profile when he

enters a new environment (and the converse, namely,

resource discovery).

� Adaptive database management as users, devices,

files and other objects migrate around the network.

In many of these components, one finds that

``adaptive agents'' can be very useful. Adaptive agents

are typically software agents that perform an intelli-

gent service on behalf of the application or the net-

work or some other object in the system. These

adaptive agents are often at the middleware level and

can serve the nomads, the applications, the network,

the servers, the communication devices, the computing

devices, etc.

For example, in Fig. 1(a), we make the classical

assumption in a Client Server model that the network

connecting the Client and the Server is a ``Fat'' network,

i.e., one with considerable bandwidth. However, in the

lower half of the figure, we see the nomadic assumption

that the network is not always fat; sometimes it is a

``thin'' (low bandwidth) network and sometimes it is of

zero bandwidth (namely the Client and Server are dis-

connected). Most of all, however, in the nomadic envi-

ronment, the network capacity may change suddenly

and drastically. Also in the figure, we see some adaptive

agents. In this case, they might serve as intelligent pro-

grams that sense the bandwidth between the Client and

the network; in fact, one can think of them as

``impedance matchers''. If the access bandwidth is suffi-

cient, then large files can be shipped between the Client

and the network in both directions. However, when the

agent senses that the bandwidth is reduced, the agent

might call for some form of compression on behalf of the

2 By this we mean that access should be ``easy''. For example, the tele-

phone is a wonderful device in that I can use it anywhere in the world

as long as I have a coin plus an empty public telephone booth. I need

not inform the telephone systemwho I am. I need not pay for the ser-

vice ahead of time. I need not warn them ahead of time that I plan to

use the phone. I need not setup an accountwith them, etc.
3 That is, the system should adjust what and how much of a remote

object it transmits to the user. If the access bandwidth and/or the

user platform cannot support certain levels off complexity, then the

system should match the resolution of what is sent to the user to the

complexity he can accept.
4
For example, in a Client/Server setup (which is really Client/

Network/Server), it is usually assumed that the Network is powerful

enough to support any needed transmissions between the Client and

the Server. Hence, the Server often contains much of the intelligence

and data, and whenever the Client asks for either, it is shipped over

the (assumed powerful) network, to the Client. Now, however, we

cannot assume that we always have a powerful network. As a result,

we may need to put more functionality on the Client side when the

network is ``thin'', and change this boundary of functionality as the

network bandwidth between the Client and the Server varies.
5 The question here is, which of those methods should one employ.

One might choose to sense the presence of a user in an environment.

Or onemight search for the user only when traffic appears in the net-

work destined for him. Yet another possibility is to keep constant

track of the user as he moves around. Clearly, the optimum solution

here depends upon the rate at which a user moves, and the rate at

which traffic is generated for him.Many of these issues are addressed

within theMobile IP standards studies [3].
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Client and the network. In Fig. 1(b), we see a Peer-to-

Peer environment which also takes advantage of adap-

tive agents.

There has recently been an explosion of different

types of agents. Sometimes they are called ``proxies'' or

``aliases'' or ``surrogates'' or ``knowbots'', etc. But they

all do similar things. The field cries out for some stan-

dard way of talking about adaptive agents, their struc-

ture, their capabilities, functions, etc.

This discussion is just the beginning of a proper dis-

cussion of a systems architecture and the related proto-

cols.Muchmore needs to be done.

3.2.Develop a nomadicity referencemodel

In order to talk about nomadicity, it would be helpful

to develop a reference model that identified a structure

or a set of components for nomadic systems in some

orderly fashion. A number of reference models or

layered architectures already exist, and it seems plausi-

ble to consider adapting (or adopting) one of those for

nomadic systems.

For example, in a recent NRC report [8], the follow-

ing ``hour-glass'' architecture was suggested. Among its

interesting features is the fact that it unbundles the net-

work technology substrate at the bottom of the architec-

ture from the upper level applications and middleware

services. This allows these various components to

develop in a free market competitive fashion while at the

same time guaranteeing that options are not precluded

by the construcation of vertically integrated systems (the

so-called ``stove-pipe'' problem). In Fig. 2, we show the

basic hour glass architecture which is known as the Open

DataNetwork (ODN)model.

Perhaps a more appropriate layered reference model

or architecture is one that recognizes somemore detailed

components of nomadic systems. For example onemight

suggest the architecture shown in Fig. 3.

Indeed, at UCLA, just such amodel is currently being

developed on the TRAVLER [9] project which is part of

DARPA's Global Mobile Systems (Glomo) program.

The UCLA Nomadic System Architecture is shown in

Fig. 4. Here we see slightly different names for the var-

ious layers, and some examples of tools and applications

that populate thatmodel.

We have already identified some of the upper layer

middleware and file systems components. At the bottom

of the stack, we notice some details regarding how one

can introduce ``connectivity management'' to deal with

the automatic setup and connection to various commu-

nication infrastructures that the nomadmight encounter

in his travels [9].

a

b

Fig. 1. (a) Adaptive agents in a Client/Server environment. (b)

Adaptive agents in a Peer-to-Peer environment.

Fig. 2. The open data network 4-layermodel.

Fig. 3. A suggested nomadic system architecture.
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Clearly these are just some possibilities for a nomadic

systems reference model. A number of groups are cur-

rently working on these and othermodels [10,11]

3.3.Develop performancemodels of the nomadic

environment

The recognition of nomadicity is relatively new. As a

result, there has been relatively little performance eva-

luation carried out for nomadic systems. Most of the

work has focused on the lower levels of link behavior

(e.g., wireless networking concerns [12^14]). The need to

analyze and predict performance of these complex sys-

tems is very important.

Whenever one carries out performance evaluation, it

is important to understand the process of modeling,

analysis, and validation. The key point is that one is try-

ing to predict the behavior of the real world. Any model

that generates predictions must eventually have its

results compared with those of the real world itself. This

cycle is shown in Fig. 5.

One of the dangers in modeling is that the analyst

may ``fall in love'' with his model and spend great

effort in solving for the behavior of the model instead

of focusing on predicting the behavior of the real world

system.

Among the approaches to carrying out the modeling

process, we identify the following choices:

Mathematical analysis:

The advantage of this method is its simplicity and ability

to easily search a large parameter space. The problem

often is the lack of realism one puts into the model and

the possibility of analytically intractable models due to

such things as non-stationarity, coupled queues, finite

storage, etc. [15,16]

Numerical evaluation:

Here the problem of carrying out a difficult analysis is

replaced with the possibility of exponential complexity

in the numerical computation.

Iterative solution:

This is similar to the numerical evaluation case, but

may cause additional problems regarding the rate of

convergence of its solution.

Simulation:

This is a particularly effective tool which allows a great

deal of realism to be built into the model. The use of par-

allel computers to help carry out the simulation is quite

effective here [17]. The main problem with simulation is

that it is often difficult to search a large solution space.

Emulation:

Here we get evenmore realism, but we suffer from possi-

bly expensive and cumbersome implementations.

Build the systemandmeasure it:

This provides the most realism, of course. However, it

is almost impossible to search the parameter space and

the delay in getting the results, as well as the possibly

astronomical costs, represent some severe limitations of

thismethod.

Sowhat is one to do, since all have their pros and cons.

The answer lies in the use of HYBRID models, wherein

some portions of the system are evaluated with onemod-

eling tool, while others may be evaluated in other ways.

Often, it is possible to run all of these hybrid components

simultaneously [17].

As an example of the use of the first method

(mathematical analysis) let us consider a homework

problem this author posed and solved 20 years ago, but

never published until now. It is referred to as the problem

of giant stepping in packet radio. Let us assume that we

have a dense population of radios and we wish to trans-

mit from pointA to point B in some region. We assume

that the distance betweenA and B isDmiles. We have a

choice of trying to transmit at a very great power so as to

reach the point B in ``one-hop'', that is with no relays.

The problem with this is that we will interfere with many

other radios if we use such a large radius. An alternative

is to transmit at a smaller power so that our transmission

Fig. 4. TheUCLAnomadic system architecture.

Fig. 5. The iterative nature of performance evaluation.
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reaches only out to a radiusR. Now, we cause less inter-

ference on each hop, but we must transmit over many

hops. Furthermore, we assume that all users behave in

the same fashion. We note that if we use a small radius,

then the interference at that radius due to other traffic is

small, so that we will be able to succeed in our transmis-

sion with small delay. However, we will have to travel

over many hops, and this increases the delay. The big

question is, what is the optimum radius,R, at which we

should be transmitting. Let us assume thatR � D for

simplicity. Let us further denote T�R� as the average

delay a radio suffers in transmitting over one hop

(assuming all radios behave in a similar fashion). Now it

is easy to see that the total delay, T � �T�R���D=R�. If
we solve this for the optimumR

�
(i.e., that R that mini-

mizes T), then we find the simple result that at the opti-

malR
�
, it must be that

dT�R�

dR
�

T

R
:

The meaning of this result can be seen in Fig. 6. Here

we see an arbitraryT�R� function versusR.We also see a

straight line emanating from the origin; in fact this line is

the line withminimum slope that can just touch theT�R�

curve. The optimality condition says that the optimalR

occurs at this point of tangency. The result is very gen-

eral: it works for anyT�R� function.

The point of the previous example is that very simple

analytical models can sometimes yield very powerful

and sweeping results. The danger is that the models may

be too simple, and must be tested against the real world

measurements, asmentioned above.

3.4.What do you need?

It is clear from the discussion above that the set of

talents to deal with the major issues of nomadicity are

quite broad. It is not likely that one person or even one

group can properly address all the issues. As an example

list of talents needed, let us look at the following areas,

each of which forms a building block in the study of

nomadicity:

Advance applications, such asmultimedia systems.

Database systems.

File systems.

Operating systems.

Network systems.

Wireless communications.

Lowpower, low cost radios.

Micro ElectroMechanical Systems (MEMS) technology

(sensors, actuators).

There is a clear need for strong cooperation across

the disciplines described in this list if we are to make

major contributions to nomadicity.

4. Conclusion

There are a number of compelling reasons why noma-

dicity is of interest. For example, nomadicity is clearly a

newly emerging technology that users are already sur-

rounded with. Indeed, this author judges it to be apara-

digm shift in the way computing will be done in the

future. Information technology trendsare moving in this

direction. Nomadic computing and communications is a

multidisciplinary and multi-institutional effort. It has a

huge potential for improved capability and convenience

for the user. At the same time, it presents at least as huge

a problem in interoperability at many levels. The contri-

butions from any investigation of nomadicity will be

mainly at the middleware-level. The products that are

beginning to roll out have a short term focus; however,

there is an enormous level of interest among vendors

(from the computer manufacturers, the networking

manufacturers, the carriers, etc.) for long range develop-

ment and product planning, much of which isnow under-

way. Whatever work is accomplished now will certainly

be of immediate practical use.

Most of all, one must take an integrated viewpoint

and bring to bear on the problem a variety of talents and

capabilities (as listed previously). Taken in isolation,

these problems are interesting; taken in their totality,

these problems are challenging and fascinating.

As a final statement, it is fair to say that nomadicity

is an emerging fact of life. The needs are real. The issues

are fascinating. It makes all the problems harder. The

payoffs can be huge. There exists a severe lack of an inte-

grated approach. Confusion reigns. In a word, you can't

(afford to) ignore the challenge of nomadicity!!!
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