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Abstract — The paper addresses ways in which one can use "broadcast communication" in distributed algorithms and the relevant issues of design and complexity. We present an algorithm for merging k sorted lists of n/k elements using k processors and prove its worst case complexity to be 2n, regardless of the number of processors, while neglecting the cost arising from possible conflicts on the broadcast channel. We also show that this algorithm is optimal under single-channel broadcast communication. In a variation of the algorithm, we show that by using an extra local memory of O(k) the number of broadcasts is reduced to n. When the algorithm is used for sorting n elements with k processors, where each processor sorts its own list first and then merging, it has a complexity of O(n/k log(n/k) + n), and is thus asymptotically optimal for large n. We also discuss the cost incurred by the channel access scheme and prove that resolving conflicts whenever k processors are involved introduces a cost factor of at least log k.
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I. INTRODUCTION

C ONSIDER the following algorithm for finding the maximum of a set of k distinct, numerically valued elements where each element is stored within a separate processor. When the algorithm begins, each processor attempts to transmit its own value using a common broadcast channel to which all processors listen. However, only one processor is enabled (permitted) to transmit by means of some access scheme (conflict resolution scheme). Each processor compares its value to the largest value transmitted so far. All processors that have a larger value try again to broadcast their own values, etc. The algorithm terminates when all processors have either transmitted their values or have "given up," which is detected by silence on the channel. The last element to be broadcast is the maximum.

This admittedly simple algorithm (referred to as the "Max-Algorithm" and also presented in [16]) demonstrates how a distributed algorithm can utilize broadcast communication. The term broadcast implies the existence of a single channel on which only one node (processor) can transmit at one time, while all the others receive the message simultaneously.

"Algorithms by broadcasting" have not received much attention in the literature on parallel and distributed algorithms. An earlier report by the authors [8] was among the first discussions of such algorithms and those results constitute a portion of the current paper. Other contributions, appearing at around the same time, are [15] and [16]. In this introduction, we survey the motivation for using broadcasting as a model for distributed computation, point out its unique features, summarize relevant work and point out our contribution.

In the area of parallel algorithms, the closest thing to broadcasting is the assumption of the existence of a global or shared memory from which all the processors can simultaneously read the same value [5], [20]. However, shared memory models usually do not place any limit on the number of memory cells which are used by the processors. In the context of broadcasting, this would mean that there is more than one broadcast channel and that each processor can use any channel according to the requirements of the algorithm. In most broadcast-based networks (e.g., local area networks [18]), there is only one channel shared by all processors. Therefore, most of the results for shared memory models are not applicable to broadcasting. An example in which the results are applicable is the search algorithm presented by Snr [20] using the CREW (concurrent read, exclusive write) model which utilizes only one memory location.

A major difficulty in using broadcast communication is the issue of access to the channel. Many access schemes have been proposed and analyzed [22]. The focus of most papers is on how to increase channel capacity and on the tradeoff between throughput and delay. Clearly, the access scheme may have a significant impact on the complexity of the algorithm. We will approach this problem through two models. In both models, processors broadcast one value at a time on a channel shared by all of them. Only one message will be posted at a slot on the channel, and all processors can read the posted message. In our first model, named IPABM (ideal parallel broadcast model), we assume that some "ideal" access scheme exists, i.e., if several processors demand the use of the channel at the same time, there is a global mechanism which enables one of them to transmit in a constant time. Later it is refined into a "more realistic" model, RPABM (realistic parallel broadcast model), that incorporates a conflict resolution protocol (CRP), and we discuss two specific access schemes and their influence on the time complexity of the algorithms.

The vehicle we use to study algorithms by broadcasting is via "comparison-based" algorithms (sorting, searching, etc.). Parallel versions of these algorithms have been extensively studied under various models of communications [2], [3], [5], [7], [19]–[21], [23], [24], and therefore, they are well-suited for studying the power and limitations of broadcast communication. For a review of sorting algorithms, see also [9].
Relevant work in the area of broadcast algorithms includes the work by Levitan [15], who uses a PBM (broadcast protocol multiprocessor) model which is identical to our IPABM, and who obtains results similar to those given in the current paper; in particular, he presents a sorting algorithm which is identical to our second version of the merge algorithm when all processors have just one element. In addition, he gives an algorithm for finding a minimum spanning tree in a graph. Algorithms for finding the extrema in a broadcast model are presented in [16] and [4]. The latter uses a mixed model that, in addition to the conventional links, also allows a global bus for broadcast communication.

The main contributions of this paper are: an efficient algorithm for merging, proving its optimality, and dealing in a formal way with issues that emerge from the use of broadcasting as a model for distributed computing. In particular, in the analysis we take into account both the communication cost (time to broadcast a message) and the computation cost (time for performing a comparison). We also discuss the overhead introduced by different access schemes.

In the next section we present our model, discuss complexity issues and analyze the performance of the Max-algorithm discussed above. In Section III we present an algorithm for merging $k$ sorted lists of $n/k$ elements each. We show that the worst case performance of the algorithm is independent of the number of processors (which is also the number of lists), and is bounded from above by $2n - 1$ broadcasts and the same number of comparison stages. A comparison stage is one time slot in which several processors in parallel perform one comparison. In a variation of this algorithm, we show (Section III-C) that an additional $O(k)$ storage in each processor can reduce the number of messages broadcast to $n$. Using the merge algorithm for sorting $n$ elements with $k$ processors (Section III-D) yields a worst case time complexity of $O(n/k \log(n/k) + n)$. Thus, for large $n$, the Merge-sort algorithm achieves an asymptotic speedup ratio of $k$ with respect to the best sequential (i.e., single processor) algorithm whose complexity is $O(n \cdot \log n)$. In Section IV we show the optimality of the Merge-algorithm by proving that any Merge-by-broadcast algorithm requires $n$ broadcasts. Section V addresses access scheme issues.

II. THE IPABM MODEL AND COMPLEXITY MEASURES

The model which is used through most of the paper is presented next. Let us define an IPABM as a collection of processors which compute in parallel synchronously and which communicate via a single broadcast channel. The channel is slotted into time slots of size $T$ (where $T$ is the time for a message transmission). At each step, each processor can read the message in the current slot on the channel, do some computation and submit a message to be broadcast in the next time slot. Any number of processors can read the current message on the channel but only one message among those submitted for transmission will be chosen by the global access mechanism to be broadcast in the next time slot. An empty slot indicates that no processor wants to talk.

The complexity of an algorithm will be measured by its computing time and its communication time. Dealing with comparison-based algorithms, we consider a comparison operation as the basic computation step and the broadcast of a message as the basic communication step. Thus, the “number of comparisons” (#comparisons) performed in parallel and the “number of broadcasts” (#broadcasts) characterize the computation time and broadcast time, respectively. Let $t$ be the time for a comparison operation (since the algorithms we consider are synchronized the analysis does not take into account variations in computing time among processors). The above two measures are combined as follows:

$$T(A) = t \cdot (#\text{comparisons}) + T \cdot (#\text{broadcasts})$$

where $T(A)$ stands for the worst case time complexity of algorithm $A$. By $T(A)$ we denote the average time complexity of algorithm $A$ over all problem instances.

In the Max-algorithm each broadcast is followed by one comparison operation performed in parallel by some of the processors. Therefore, it is sufficient to account only for #broadcasts as the measure of complexity.

Let $T(\text{Max}(k))$ be the number of broadcasts performed by the Max algorithm with $k$ elements and $k$ processors. On some input instances Max($k$) will require each element to be broadcast and thus,

$$T(\text{Max}(k)) = k$$

The average number of broadcasts, $\bar{T}(\text{Max}(k))$, obeys the following recurrence:

$$\bar{T}(\text{Max}(k)) = 1 + \frac{1}{k} \sum_{i=1}^{k} \bar{T}(\text{Max}(k - i))$$

The last is true since if the first element to be broadcast is the $i$th smallest element, then exactly $i - 1$ among the rest of the $k - 1$ processors will remain silent and will not participate in the rest of the algorithm. We assume a homogeneous distribution of the elements among the processors and thus the above event has probability $1/k$ and the recurrence follows.

$$T(\text{Max}(k)) = 1 + \frac{1}{k} \sum_{i=0}^{k-1} \bar{T}(\text{Max}(i))$$

with $T(\text{Max}(0)) = 0$, $T(\text{Max}(1)) = 0$. Solving this recurrence yields

$$\bar{T}(\text{Max}(k)) = \sum_{i=1}^{k-1} \frac{1}{k} \leq \log k$$

The same results were obtained in [16] using a slightly different analysis.

III. PARALLEL MERGE BY BROADCAST

A. Description of the Algorithm

We present a distributed algorithm that merges $k$ sorted lists of $n/k$ distinct elements into a decreasing series, using an IPABM with $k + 1$ processors. Each of the first $k$ processors contains one of the lists and each has an identity (id#) and a local memory. The size of local memory is fixed and not dependent on $k$ or $n$. For simplicity we designate the $(k + 1)$
processor to be the "output processor" (the one in which the output will be stored). All processors cooperatively participate in the task of merging the sorted lists they possess. The maximum element in each processor's list is called its "current value."

The algorithm can be decomposed into cycles. In each cycle the maximum of the current values is determined. This element is broadcast to the output processor as the next element in the merged list, and is removed from the processor to which it belonged (the processor updates its current value). Each cycle is implemented by the Max-algorithm presented earlier. The processor that broadcasts first is the initiator of the cycle; the last is the terminator of the cycle. During the cycle, processors try to broadcast their current values as long as they have not yet heard a larger value being broadcast. In order to eliminate redundant broadcasts, there will be some dependency between the initiations of cycles.

When a processor succeeds in broadcasting its current value, it denotes the value which is broadcast immediately afterwards as its successor. The successor value is updated each time the current value is rebroadcast. When the current value is the terminator of the cycle, it has no successors. The current value is the predecessor of its successor. Each current value will have at most one successor at any given time (it may have none, if it was not broadcast yet). It will also have at most one predecessor. In terms of this terminology, the rule for cycle initiation is as follows: a processor initiates the next cycle (by rebroadcasting its current value) if the present cycle was terminated by a successor to its own current value. If there is no predecessor, the next cycle can be initiated by any processor.

In order to implement the above algorithm in a distributed fashion, processors must be able to detect the end of a cycle and its terminator, and to determine whether or not they should initiate the next cycle. The end of a cycle is determined by silence (i.e., an empty time slot). The initiator of a cycle is determined by the successor-predecessor relationship, as described earlier. Two empty slots in succession indicate that a cycle is terminated but that a specific initiator does not exist, in which case all processors try to initiate the next cycle.

The algorithm for each processor is described in Fig. 1. While listening to the channel, a processor can recognize one of the following three cases. A value is broadcast in the current slot (case 1), or the current slot is empty but the previous one holds a value (case 2), or two consecutive empty slots have occurred (case 3). In cases 2 and 3 a cycle has terminated and an initiator must be determined. We assume that each processor has a procedure for determining the terminator of a cycle which is used in case 2. The procedure process-update is used each time the processor has successfully broadcast its current value, CV. It determines whether the value is also the terminator of the cycle, or whether the successor value, Succ, should be updated. If it is the terminator, the value at the top of its list is removed and the value of CV is updated to be the new maximum on its list. The first broadcast of each current value may terminate the cycle in which it participated. If it did not, this value will be rebroadcast only for initiating future cycles until it will terminate one. Then, the current value is updated and the processor tries to broadcast the new current value for the first time. A formal proof of this behavior is given later.

It is convenient to trace the execution of the algorithm using a global work stack in which the values being broadcast are recorded. The work stack could also be kept in each of the processors and thus be used to control the algorithm (see Section III-C). Here it is utilized only to explain the rule for cycle initiation.

Consider the following example. Suppose we have \( n = 8 \), \( k = 4 \) and the initial situation is as follows:

\[
\begin{array}{cccc}
63 & 79 & 84 & 66 \\
54 & 64 & 75 & 65 \\
\end{array}
\]

\( P_1 \) \( P_2 \) \( P_3 \) \( P_4 \)

The execution of the algorithm is traced in Fig. 2. For each cycle we give the sequence of (processor, element) pairs in that cycle, the element determined to be the next in the merged list (i.e., the output list), and the contents of the working stack. The algorithm is initiated by processor \( P_1 \), and we assume that access right is given to the processor with the smallest identification number among those that want to talk. The termination of a cycle is detected by an empty time slot. Broadcast elements are pushed into the work stack as they are heard. The Max element is popped from the work stack and joins the output list. The next cycle is then initiated by the top element.

In the first cycle, 84 is determined to be the Max element. It is removed from the list of processor \( P_4 \), the highest element of which then becomes 75. The second cycle is initiated by processor \( P_2 \) since it broadcast immediately before \( P_3 \) in cycle 1, and so on. The mechanism of a work stack suggests that rebroadcasting the element that initiates a cycle by a processor could be avoided altogether, since the processors already heard that value and they can memorize it.
this is the basis of the improved Merge-algorithm to be described later.

B. Correctness and Complexity Analysis

The correctness of the algorithm follows immediately from the following three facts.

1) The first element in each list is the largest in that list at all times.
2) In each cycle the maximum of all the first elements is determined.
3) The determined maximum is removed from its list and added to the output list.

In the complexity analysis we calculate only the number of broadcasts performed, since each broadcast is followed by a comparison stage. We show that the worst case complexity is $2n - 1$. In order to prove this, we consider the following two lemmas.

**Lemma 1:** Let $CV_i$ denote the current value of processor $P_i$. Whenever $CV_i$ is rebroadcast after the first time, it initiates a cycle.

**Proof:** Assume to the contrary that the claim is not correct. There is, therefore, a situation in which a processor, that had already broadcast its current value, later hears a smaller value on the channel. The processor, in response, will rebroadcast its current value. Also, any current value that was broadcast must have a successor value, and that successor is larger than itself. Consider the first cycle in which this situation occurs and let $CV_i$ be the largest among the already-heard current values at the time of this cycle that hears a smaller value on the channel (case 1 in the algorithm). Let $CV_j$ be the successor of $CV_i$ at that time (any current value that was broadcast must have a successor). This successor is larger then $CV_i$ and, therefore, it is also larger than the value on the channel. However, since we picked $CV_j$ to be the largest one with this property, we get a contradiction.

It follows that from the time an element is first broadcast until it is merged, only values greater than or equal to itself can be broadcast. Let $\#V_i$ be the number of times element $V_i$ is broadcast. The lemma implies that if $\#V_i > 1$ then $V_i$ initiated at least $\#V_i - 1$ cycles. From Lemma 1 we can conclude also that there is at most one predecessor to each current value. The reason is that a value is determined as a successor only during its first transmission (it cannot be the initiator of that cycle). Therefore, it will be a successor to only one current value.

**Lemma 2:** Each time $V_i$ initiates a cycle (except for the last cycle which includes only $V_i$), the cycle is terminated by an element that has never been broadcast before.

**Proof:** Assume $\#V_i > 2$. We arbitrarily choose the cycle which is initiated by the $m$th broadcast of $V_i$ ($1 < m < \#V_i$). Let the cycle be terminated by an element denoted $u^n$. If $u^n$ participated in an earlier cycle, it must initiate all other cycles in which it participates (according to Lemma 1), which leads to a contradiction.

This lemma implies that with each broadcast of $V_i$, excluding the first and the last, we can associate a distinct element which is broadcast just once. This element is removed immediately after it is broadcast. Since no two distinct elements initiate the same cycle, we can partition the set $\{V_1, \ldots, V_e\}$ of all elements into disjoint subsets $M = \{S_1, S_2, \ldots, S_t\}$ such that each subset $S_i$ either consists of a single element, which is broadcast once or twice, or $S_i$ consists of $m$ elements, one of which $V_i$ is broadcast $m + 1$ times and the other $m - 1$ elements are those which terminate each of the $m - 1$ cycles initiated by $V_i$. Thus:

1) $\forall i, j S_i \cap S_j = \phi$  
2) if $|S_i| = m$, then the total number of broadcasts, $B(S_i)$, by elements in $S_i$ satisfies $B(S_i) \leq 2m$.

This leads to the following theorem.

**Theorem 1:** Let $T(n, k)$ be the number of broadcasts performed by the Merge-algorithm. $T(n, k)$ satisfies

$$n \leq T(n, k) \leq 2n - 1.$$  \hspace{1cm} (6)

**Proof:** It is obvious that $n \leq T(n, k)$ since each element has to be broadcast at least once. Also

$$T(n, k) \leq \sum_{S_i \in M} B(S_i) \leq \sum_{S_i \in M} 2|S_i| = 2n$$  \hspace{1cm} (7)

since the element which terminates the first cycle is broadcast just once. We are left with $n - 1$ elements for which we have shown in (7) that the upper bound for their total broadcast time is $2(n - 1)$, which yields

$$T(n, K) \leq 2(n - 1) + 1 = 2n - 1.$$  \hspace{1cm} (7)
C. An Improved Merge-Algorithm

As mentioned earlier, it is possible to decrease the number of broadcasts required by making the initiation and termination of a cycle more sophisticated. However, these savings require a larger local memory for each processor.

In the modified version, each processor stores all the elements that were broadcast in a stack called wstack (as we did in the example). The initiation of cycles by elements that were broadcast before will be avoided altogether, since this information exists in the wstack of every processor. Each cycle now begins by broadcasting the second element relative to this cycle in the original algorithm, and cycles with one element will now reduce to empty cycles.

At the beginning of a cycle each processor compares the value at the head of its list to the top element in the wstack and decides to broadcast only if its value is larger. The rest of the cycle proceeds in the same manner as in the previous algorithm, where each processor pushes values onto its wstack as it hears them. At the end of a cycle (determined by an empty slot), each processor pops the top element from its wstack. Any consecutive empty slot following the first corresponds to an empty cycle (a cycle of 1 element in the previous algorithm). For each such empty slot, a processor pops its wstack and this value joins the merged list. When a wstack is empty but its list is not, the processor knows that the initiation of a cycle by a value which was never broadcast before is called for.

The number of broadcasts required by this algorithm is exactly \( n \). Each element is broadcast just once. The number of comparison stages, however, remains the same as before. Note that the new algorithm requires that each processor maintain a stack of size \( O(k) \), thus presenting a tradeoff between the number of broadcasts and the size of local memory.

In the rest of this paper, whenever we talk about the "Merge-by-broadcast" algorithm, we mean the first version, unless otherwise specified.

D. Sorting algorithms

The Merge-by-broadcast algorithms can be used to sort \( n \) elements with \( k \) processors with IPABM by initially having each processor sort its own list, using some efficient sequential algorithm (such as quicksort or sequential Merge sort [11]). The merging phase is performed by our Merge-by-broadcast algorithm. Let us call this sorting algorithm BroadSort\((n,k)\).

**Theorem 2:** The complexity of BroadSort\((n,k)\) is given by:

\[
T(\text{BroadSort}(n,k)) = \left(\frac{n}{k} \log \frac{n}{k} + 2n - 1\right)r + (2n - 1)T = O\left(\frac{n}{k} \log \frac{n}{k} + n\right). \tag{8}
\]

**Proof:** Here we use the combined measure of performance that accounts for both comparison time and communication. The theorem is proved as follows:

\( (n/k \log n/k) \) is the number of comparisons required to sort each list.

\( (2n - 1) \) is the number of comparisons for merging.

\( (2n - 1) \) is the number of broadcasts.

The maximum number of comparisons required for sorting a sequence of \( n \) elements on a sequential processor is asymptotically \( n \log n \). Therefore, when \( k \) is smaller than \( \log n \) the asymptotic speedup ratio of the optimal sequential algorithm over the above algorithm is \( k \), which is optimal. However, when \( k \) is greater than \( \log n \), the total execution time required is asymptotically linear in \( n \). Formally, the speedup ratio between sequential sorting and this Merge-Sort algorithm is greater than

\[
\frac{k}{1 + \frac{k}{\log n}}.
\]

When the improved Merge-algorithm is used to sort \( n \) elements with \( n \) processors \( (k = n) \), then we get the algorithm described by Levitan [15]. This algorithm uses exactly \( n \) broadcasts and \( 2n \) comparison stages. In this case \( (n = k) \), the number of comparison stages can be reduced to \( n \) by having the elements which were not transmitted yet keep a pointer to their relative order in the wstack. Each processor can do that without any extra cost since they listen to the channel anyway. In that case, when a new cycle begins with the top element in the wstack, the elements know their relation to it and they do not need to make the comparison.

This argument cannot be extended to the Merge-algorithm since the elements that are updated to the new current values were not compared to the values that were broadcast already.

Another way to sort \( n \) elements with \( n \) processors is as follows. Each processor broadcasts its value in a prespecified order. Each processor listens to the channel and remembers the value of its immediate successor in the list. After \( n \) broadcasts, all processors are linked in the order of their values. In the next phase, the processors will broadcast their values again according to the order dictated by the linked list. The first will be the Max value (the one with no successors). This algorithm uses \( 2n \) value and \( n \) comparison stages. Its advantage over Levitan's algorithm is that there is no contention on the channel and, therefore, in the RPABM model (to be discussed later), no extra cost will have to be paid for accessing the channel. This algorithm cannot be extended to a Merge-algorithm (at least not in a straightforward way) without increasing the number of comparison stages significantly.

IV. OPTIMALITY OF THE MERGE-ALGORITHM

In this section we establish a lower bound on the performance of all Merge-by-broadcast algorithms when the only criterion is the number of broadcasts performed. Consequently, the above Merge-algorithms are shown to be optimal since they meet this bound.

We consider all possible Merge-algorithms using the IPABM to merge \( n \) distinct elements drawn from a set \( S \) on which an order is defined. The \( n \) elements are grouped into \( k \) sorted lists each with \( n/k \) elements. There are \( k \) processors, each containing one of the sorted lists. The output is obtained
in an independent processor (the output processor). We claim that any algorithm that merges the lists requires at least \( n \) broadcasts. More specifically, it requires that each of the elements will be broadcast at least once.

This claim might seem trivial since for the output processor to create the merged list it must hear all the values! However, if we reformulate the requirement such that the output processor need not know the actual values but simply their order, the claim is less obvious. Formally, let \( v_j \) be the \( j \)th element in processor \( P_i \) (or the \( j \)th element in the \( i \)th sorted list) and \( u_j \) be the value of the element in this location for a given input of \( n \) elements. The output processor should be able to give, for each input, a series of locations \( v_{i,1}, v_{i,2}, \ldots, v_{i,k}, \ldots, v_{i,n} \) such that the sequence of values \( u_{1,1}, \ldots, u_{1,k}, \ldots, u_{n,k} \) is the final merged list. From what we will show it follows that the values themselves are also available at the output processor. First we prove our claim for the special case of \( n \) lists having 1 element each.

**Lemma 3:** To merge \( n \) lists of 1 element each with IPABM and using \( n \) processors, each of the elements must be broadcast.

**Proof (sketch):** Any two elements which are adjacent in the sorted list must be compared directly. Let \( a_i, a_{i+1} \) be two consecutive elements. The order between these two elements and the rest is exactly the same, thus, to determine their internal order they must be compared directly. Since \( a_i \) and \( a_{i+1} \) are located in different processors and the outcome of the comparison must be available at the output processor which does not know them initially, both values must be broadcast. Each one of the processors, including the output processor, can then compare and determine the order between the two elements. It might be argued that it is sufficient to have one processor broadcast its value and the other only indicate whether it is larger or smaller; however, we count all messages in the same way and since the broadcast of the value gives more information we assume the values themselves are transmitted. We can conclude that since there are \( n-1 \) adjacent pairs, \( n - 1 \) comparisons are required, each corresponding to two broadcasts. Since \( n - 2 \) of the elements participate in two adjacent pairs the number of broadcasts required is at least

\[
2(n - 1) - (n - 2) = n. \tag{9}
\]

In the general case, each processor has \( n/k \) sorted elements. As argued earlier, any adjacent pair of elements must be compared. If two adjacent elements are in the same processor, it is not necessary to broadcast both elements in order to make a comparison (a processor can make the comparison and then just broadcast the result in some coding or broadcast only the larger value). However, it is possible to create an input for which no two adjacent elements are located in the same processor. Fig. 3 illustrates such a case. Let \( a_1 > a_2, \ldots, > a_k \) be the sorted list. The list of elements in processor \( P_i \) (1 \( \leq i \leq k \)) is \( a_i, a_{i+k}, \ldots, a_{i+k(p-1)} \). Thus, any comparison between adjacent elements requires that both of them be broadcast. This yields the following theorem.

**Theorem 3:** Any Merge by broadcast algorithm, using IPABM, with \( n \) elements and \( k \) lists (\( k \) processors), requires \( n \) broadcasts in the worst case if the output is accumulated in a separate output processor.

It is easy to show that when the output processor is a processor which contains one of the lists, the lower bound decreases to \( n - n/k \) broadcasts (the output processor need not broadcast its own values).

From Theorems 1 and 2, we conclude that the Merge-by-broadcast algorithm presented in Section III is asymptotically optimal w.r.t. number of broadcasts, while its modified version is absolutely optimal.

V. ACCESS SCHEME CONSIDERATIONS

So far in our discussion we have assumed the existence of an “ideal” access scheme that resolves all conflicts in constant time. Even if such an access scheme is not available, this assumption is appropriate when the algorithm itself is designed so that conflicts never arise (i.e., in each time slot at most one processor is enabled) as in the last sorting algorithm in Section III-D. If the algorithm is not designed in this way, conflicts between processors will generally arise and the access scheme used may have a profound effect on the complexity of the algorithm.

Numerous access schemes have been proposed and analyzed [6], [10]–[13], [22] in the context of broadcast communications. The measures that are used for evaluating their performance are those of channel capacity, throughput and delay. Of most interest to us is capacity; in particular, we are interested in the ratio between the time the channel is used for conflict resolution and the time it is used for “useful” communication.

We now modify our ideal model to include these access considerations. Let RPABM be an IPABM with the following changes: the channel is slotted into two types of time slots, one of length \( T \) for message transmission and the other one of length \( \tau \). The RPABM has a conflict resolution protocol, CRP, which substitutes for the global access mechanism in IPABM. The CRP is invoked whenever a conflict arises and it uses a \( \tau \)-slotted channel. A \( T \) slot carrying a transmission marks the termination of CRP. Usually, \( \tau << T \).

The communication time of an algorithm with RPABM now includes the number of \( T \) slots required for real transmissions and the number of \( \tau \) slots used by the CRP. Let \( #T, #\tau \), be the maximum number of \( T \) slots and the maximum number of \( \tau \) slots, respectively, used by algorithm \( A \) for broadcasts and for resolving conflicts given a specific CRP. The worst case communication time for algorithm \( A \) with CRP, denoted by \( \text{Comm}(A, \text{CRP}) \), is defined as

\[
\text{Comm}(A, \text{CRP}) = #T \cdot T + #\tau \cdot \tau. \tag{10}
\]

Since \( \tau << T \), the contribution of the second term (the cost of accessing) might be negligible for some specific parame-
eters of the problem. However, for the asymptotic complexity, \( \tau \) cannot be ignored. The ratio \( \frac{\#\tau}{\#T} \) characterizes the impact of the access scheme used on the asymptotic complexity of the algorithm. Specifically, if \( \frac{\#\tau}{\#T} = O(f(k)) \) where \( f(k) \) is a nondecreasing function of \( k \) (the number of processors), then it is easy to see that

\[
\text{Comm}(A, \text{CRP}) = O(\#T \cdot (f(k) + 1)).
\]

(11)

In the next two subsections we present the "Merge-by-broadcast" algorithm using two realistic access schemes: MSAP (mini-slot alternating priority) [11] and the Tree-algorithm [6]. Following that, we give some lower bounds for CRP performance.

A. Merge with MSAP

In the MSAP scheme, processors obtain permission to broadcast according to some predetermined priority order among them which is dictated, for example, by their id’s. Processors may broadcast one after the other in a round robin fashion, and when a processor has nothing to say, its turn is passed to the next in order after an empty \( r \) slot. When it does broadcast it uses a \( T \) slot, and then gives the turn to the next processor. This is similar to a token ring.

This method is very appealing for the Merge algorithm since we have cycles built into it in which each processor might want to transmit once. Thus, integrating the access scheme into the Merge algorithm is straightforward: processors are ordered in increasing order of their id’s. Any cycle of the algorithm is initiated by its initiator if the algorithm determines one. Otherwise, \( P_1 \) is the initiator. If \( P_i \) is an initiator of a cycle then the next one that can talk is \( P_{i+1} \), and then \( P_{i+2} \), and so on, until the end of the cycle. A processor determines when its turn comes by detecting the end of a cycle, by knowing the initiator’s id and by counting the number of \( \tau \) and \( T \) slots that occurred.

In Fig. 4 we show how the algorithm works with MSAP using the same input as in Fig. 2. Note that we do not need an extra time slot to determine the end of a cycle with this CRP. The empty slots are of length \( r \) and are denoted by "\( \square \), the full slots are of length \( T \). We next determine the communication complexity of the Merge-algorithm with the MSAP CRP.

**Theorem 4:** For any instance \( I \) of Merge\((n, k)\) with RPABM when CRP is MSAP, the number of \( \tau \) slots used \( \#\tau \) satisfies

\[
\frac{n \cdot (k - 1)}{2} \leq \#\tau \leq n \cdot (k - 1).
\]

(12)

**Proof:** Since the number of cycles is \( n \) and in each cycle we can have at most \( k - 1 \) empty \( \tau \) slots (when there is just one transmission, for example) there are at most \( n \cdot (k - 1) \) \( \tau \) slots, i.e.:

\[
\#\tau \leq n \cdot (k - 1).
\]

We now determine the lower bound. An element is added to the Merged list when it terminates a cycle. To determine if a cycle is terminated by an element of processor \( P_i \), \( k - i \) empty \( \tau \) slots must pass by. Since there are \( n/k \) elements in processor \( i \) and each terminates a cycle once, we have

\[
\#\tau \geq \frac{n}{k} \sum_{i=1}^{k} (k - i) = \frac{n}{k} \sum_{i=0}^{k-1} i = \frac{n \cdot (k - 1)}{2}.
\]

(13)

We can conclude that using MSAP we have \( \#\tau = \Theta(n \cdot k) \). Altogether

\[
\text{Comm(Merge}(n, k), \text{MSAP}) = (2n - 1) \cdot T + (n \cdot k) \cdot \#\tau = \Theta(n \cdot k).
\]

(14)

Note that

\[
\frac{\#\tau}{\#T} = O(k).
\]

(15)

Thus, the asymptotic complexity increased by a factor of \( k \); this is substantial when \( k \) is not a constant but rather a function of \( n \).

B. Merge with the Tree-Algorithmn

To apply the MSAP access scheme to the Merge-algorithm, we took advantage of the structure of the algorithm and its decomposition into cycles. The access scheme resolves conflicts for each cycle of transmissions and not for each transmission independently.

Our approach in the following scheme is to consider each conflict independently without acquiring information from previous conflicts or previous steps of the algorithm. Whenever a conflict occurs, the CRP is invoked and gives the right to transmit to one of the involved processors. The question we want to address is: Given \( k \) processors that want to transmit, how many time slots (for conflict resolution) are needed until one of the processors succeeds in broadcasting (this is essentially the well-known election problem in distributed computing). Greenberg [10] addresses similar questions; however, none of them is identical to our question and therefore, none of his results are the same. For instance, he considers the problem of having \( k \) processors that want to talk in the same slot, and provides a probabilistic protocol which, on the average, enables all the \( k \) messages to be posted in time \( O(k) \). In our case however, the situation changes after each successful broadcast, namely, if a processor wanted to talk and another processor was chosen to broadcast, it may not want to talk after it heard the broadcast message.

We apply Capetanakis’ tree algorithm [6] to resolve conflicts using, again, the processor id’s. The Tree-CRP is de-
scribed by the recursive procedure Tree \((r,j)\) in Fig. 5. Whenever a processor wants to transmit, the procedure Tree \((1,k)\) is invoked where \(k\) is the number of processors.

All processors try to broadcast in the first slot. If there is a collision, only those with identification numbers less than \(k/2\) try to transmit again. Another collision enables only those processors with \(\text{id} \leq k/4\) to transmit, and so on, until a successful transmission or an empty slot occurs. The latter event activates another subset of processors to keep trying in the same manner. The CRP uses a sequence of \(\tau\) slots which are either collision slots or empty slots, and terminates by a successful transmission, i.e., by a \(T\) slot.

Resolving one conflict using the Tree-algorithm may require \(2 \cdot \log k\) slots in the worst case. The scheme can be easily modified to take only \(\log k\) \(\tau\) slots by noticing that an empty slot implies a collision in the subsequent slot and can therefore be skipped.

**Theorem 5.** The number of \(\tau\) slots required by the Merge\((n,k)\) algorithm in its two versions, with RPABM when the Tree-CRP is used, satisfies \(#\tau \leq n \cdot \log k\).

**Proof:** The number of broadcasts in the improved algorithm is \(n\). In the first version of the algorithm there are \(2n\) broadcasts, but only the first broadcast of each value may be involved in conflicts on the channel. In subsequent broadcasts the value initiates a cycle in which case it is the only one to access the channel. Therefore, for both versions of the Merge-algorithm there are \(n\) broadcasts that may be involved in a conflict. Since \(\log k\) \(\tau\) slots are used for solving the conflict, the claim follows.

We conclude that using the Tree-CRP and the first version of the Merge-algorithm, the communication time is as follows:

\[
\text{Comm(Merge}(n,k), \text{Tree-CRP}) = (2n - 1) \cdot T + n \cdot \log k \cdot \tau = O(n \log k).
\]

In this case,

\[
\frac{#\tau}{#T} = O(\log k).
\]

We now show that any algorithm for conflict resolution can do no better than the Tree-CRP. First, we introduce some formalism. Let a conflict resolution protocol, CRP, for a set of \(k\) processors \(\{1, \cdots, k\}\) be a function from the power set of \(\{1, \cdots, k\}\) to the set \(\{1, \cdots, k\}\). The CRP determines, for any subset of conflicting processors, one processor that can talk.

The execution of CRP for any subset of processors is over the \(\tau\) slotted channel where each slot is either an empty slot or a conflict slot. The last slot is of length \(T\). The sequence of empty slots and conflict slots up to but not including the \(T\) slot could be considered the encoded information by which CRP selects a specific processor. Note that a processor does not know which subset is currently being worked on by the CRP, but only whether or not it belongs to this subset. Let \(C(S,x)\) be the binary code (i.e., the sequence of empty and conflict slots) which result when all processors in a subset of processors \(S\) want to transmit, and \(x\) is the first which succeeds. Two properties are required from any CRP.

1. If \(\text{CRP}(S) = x\) where \(S\) is a subset of \(\{1, 2, \cdots, k\}\) then \(x \in S\).
2. If \(S_1, S_2\) are any two subsets such that \(x \in S_1 \cap S_2\) and if

\[
\text{CRP}(S_1) = x
\]

and

\[
\text{CRP}(S_2) = y \neq x
\]

then

\[
C(S_1,x) \neq C(S_2,y).
\]

Let \(l(CRP)\) be the maximum code length of a CRP.

**Theorem 6:** For every CRP defined over a set of \(k\) elements, \(l(CRP) \geq \log k\).

**Proof:** For any given CRP we create a special family of subsets of processors

\[
\text{CORE}(CRP) = \{S_1, S_2, \cdots, S_k\}
\]

in the following recursive way:

\[
S_1 = \{1, \cdots, k\}
\]

\[
S_{i+1} = S_i \setminus \{x_i\}
\]

where

\[
x_i = \text{CRP}(S_i).
\]

Obviously,

\[
S_k \subset S_{k-1} \subset \cdots \subset S_1 \subset S_2 \subset S_1
\]

also,

\[
\text{CRP}(S_i) \neq \text{CRP}(S_j).
\]

We now show that the code sequences for \(\text{CRP}(S_i)\) are all different. That is:

\[
\forall i, j \quad C(S_i, x_i) \neq C(S_j, x_j).
\]

Suppose this is not true and for some \(i, j\)

\[
C(S_i, x_i) = C(S_j, x_j)
\]

where \(j > i\). Then

\[
S_i \supset S_j \Rightarrow x_i \in S_j.
\]

Thus, \(x_i \in S_i \cap S_j\) with \(\text{CRP}(S_i) = x_i\) and \(\text{CRP}(S_j) = x_j \neq x_i\), but \(C(S_i, x_i) = C(S_j, x_j)\) which contradicts property 2 of the CRP. This proves that every CRP must create at least \(k\) different binary codes which is known to require \(\log k\) binary slots.

We see that any deterministic CRP does add a complexity factor of \(\log k\) for every broadcast that enables more than one
processor. It can be shown that even when we limit the size of conflicts to only two out of the $k$ processors, the worst case complexity of any CRP is still $\log k$. The argument goes as follows. In the case of a conflict, a CRP assigns a subset of the processors to talk in the first time slot and the other to be silent. If there is exactly one processor talking, the conflict is resolved and the CRP stops. Otherwise, in the case of a collision, a subset of the colliding processors can be chosen for the second time slot. If there was silence in the first slot, a subset of the remaining processors will be selected for the second time slot, etc. In the worst case, the two colliding processors can always be in the subset which is larger in each step of division, therefore, only after $\log k$ steps (there are $k$ processors) the CRP will stop. This argument provides a different proof to Theorem 6 as well. This suggests approaching the design of broadcast algorithms in a way that minimizes the number of broadcasts that can result in conflict or not to allow conflicts at all.

VI. CONCLUSION

In this paper, we addressed issues of design and complexity involved in incorporating “broadcast communication” into distributed algorithms. We presented algorithms for merging $k$ lists of $n/k$ elements each by $k$ processors and proved the complexity to be $O(n)$, regardless of the number of lists (processors). We also showed that this performance is optimal under the scheme of one-channel broadcast.

We initially avoided the effect of conflicts which exist in this mode of communication by introducing the algorithm in an ideal environment in which we pay no penalty for accessing the channel. We then showed that the problem of accessing the channel adds a factor of at least $\log k$ to the algorithm’s performance. This suggests a need to investigate whether a different approach; i.e., minimizing the number of conflicts while designing the algorithm, might result in a better total performance. We also note that the use of a single channel limits the performance considerably (for example, merging cannot be accomplished in less than $n$ sequential time slots) which motivates the use of more complex configurations of broadcast with more than one channel. For recent work on broadcast networks with multiple channels see [14] and [17].
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