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ABSTRACT

The ARPA computer communications network has been in existence
for almost three years, and in this paper we summarize some of the per-
formance evaluation methods which have been found useful in the design
of that network. Analytical, simulation, and measurement results are
described which have enabled us to predict as well as to evaluate system
performance. Some of the remaining problems are also described.
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1 INTRODUCTION

The purpose of this paper is to describe some of the analytical
modeling procedures which have been found useful in predicting the per-
formance of the ARPA Computer Network and to relate these predictions
to simulation and measurement results for that network. This material
is presented mainly as a survey with ample reference to the published
literature for further details.

In 1967 Roberts [1] proposed an experimental computer network
which was later to become the ARPA Net. In September 1969 the network
came to life when the first Interface Message Processor (IMP)* was con-
nected to the UCLA Sigma-7 computer. Thus began the interconnection of
many main processors (referred to as HOSTs) at various university, indus-
trial and government research centers across the United States. The
message switching service itself consists of the IMPs and high-speed
(50 kilobit per second) lines linking them. In 1970, a series of five
papers was presented at the Spring Joint Computer Conference in Atlantic
City which summarized what was known about the network at that time [2-
6]. The evolution of that network from a small four-node net in 1969 to
the proposed 34-node net later this year is shown in Fig. 1. At this
year's Spring Joint Computer Conference an additional five papers were
given which summarized our experiences with this network [7-11].

2. NETWORK CONSIDERATIONS

Let us discuss a few of the salient features of the ARPA Network
and also list some of its design goals. The HOST computers generate
messages (whose maximum size is approximately 8000 bits) which are de-
livered to their local IMPs; the IMPs further partition these messages
into packets (whose maximum size is approximately 1000 bits) and these
packets make their way through the network independently in a store-and-
forward fashion. Upon arrival at the ''destination IMP," these packets
are then reassembled into the original messages and delivered to the
destination HOSTs. The message service generated by this collection of
IMPs and 50 kilobit lines was originally specified to have the following
properties:

® A communications cost of less than 30 cents per thousand
packets (approximately a megabit).

e Average packet delays under 0.2 seconds through the net.

e Capacity for expansion to 64 IMPs without major hardware
or software redesign.

*The message switching computer used in the ARPA Network.
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@ Average total throughput capability of 10-15 kilobits/
second for all HOSTs at an IMP,

e Peak throughput capability of 85 kilobits/second per
pair of IMPs in an otherwise unloaded network.

e Transparent communications with error rates of one bit

in 1012 or less.

e Approximately 98% availability of any IMP and close to
100% availability of all operating IMPs from any operable
IMP.

We do not discuss the IMP design in this paper, nor do we dis-
cuss the HOST-HOST protocol for establishing connections and transmis-
sions at that level. Rather, we are interested in the delay messages
experience, in the routing procedures that handle the messages as they
flow through the network, and in the throughput that the network deliv-
ers. The topology of the network has been sub-optimized by means of
specially designed heuristic programs which achieve low cost and reason-
ably high throughput. The 50 kilobit lines provide rapid transmission
for the short messages, as well as high throughput for the long ones.
Network reliability is enhanced by providing two independent paths be-
tween each pair of IMPs. The basic optimization method was described
in Ref. [5]. The choice of the particular heuristic used for exchanging
connections within the network appears not to be critical; the important
aspect of the algorithm for the topological design is how rapidly it can
evaluate a proposed configuration. The topologies shown in Fig. 1 have
been generated by this procedure.

The major modeling effort thus far has been the study of the be-
havior of networks of queues [12]. This emphasis is logical since in
message switched systems, messages experience queueing delays as they
pass from node to node and thus a significant performance measure is the
speed at which messages can be delivered. The models, which at all
times were recognized to be idealized statements about the real network,
were nonetheless crucial to the ARPA Net topological design effort since
they afforded the only known way to quantitatively predict the proper-
ties of different routing schemes and topological structures. The
models have been subsequently demonstrated to be very accurate pre-
dictors of network throughput (see below) and indispensible in providing
analytical insight into the network's behavior.

The key to the successful development of tractable models has
been to factor the problem into a set of simpler queueing problems; if
one specializes the problem and removes some of the real constraints,
then theory and analysis become useful in providing understanding, intu-
ition and design guidelines for the original constrained problem. This
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approach uncovers global properties of network behavior, which provide
keys to good heuristic design procedures and ideal performance bounds.

3P ANALYSIS, SIMULATION AND MEASUREMENT

The effort to determine analytic models of system performance
has been involved with predicting the average time delay encountered by
a message as it passes through the network, and in using these queueing
models to calculate optimum channel capacity assigrments for minimum
possible delay. The model used as a standard for the average message
delay was first described in [12] where it served to predict delays in
stochastic communication networks. In [13], this model was modified to
describe the behavior of ARPA-like computer networks, while in [4,15]
it was refined further to apply directly to the ARPA Net.

el The Single Server Queueing Model

Queueing theory [16] provides an effective set of analytical
tools for studying packet delay. Much of this theory considers systems
in which messages place demands for transmission (service) upon a single
communication channel (the single server). These systems are character-
ized by A(t), the distribution of interarrival times between demands
and B(t), the distribution of service times. When the average demand
for service is less than the capacity of the channel, the system is said
to be stable.

When A(T) is exponential (i.e., Poisson arrivals), and packets
are transmitted on a first-come-first-served basis, the average time T
in the stable system is

At -

T=—2—(T_—p)-+t (1)

where A is the average arrival rate of messages, t and E? are the
first and second moments of B(t), respectively, and p = A\t < 1. If
the service time is also exponential, then

T=—t (2)

When A(T) and B(t) are arbitrary distributions, the situa-
tion becomes complex and only weak results are available. For example,
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no expression is available for T; however, the following upper bound
yields an excellent approximation [17] as p - 1.

2 2
A(oa i R
L T R : (3)

where Oaz and dbz are the variance of the interarrival time and

service time distribution, respectively.*

32 Networks of Queues

Multiple channels in a network environment give rise to queueing
problems that are far more difficult to solve than single server systems.
For example, the variability in the choice of source and destination for
a message is a network phenomenon which contributes to delay. A prin-
cipal analytical difficulty results from the fact that flows throughout
the network are correlated. The basic approach to solving these sto-
chastic network problems is to decompose them into analyzable single-
server problems which reflect the original network structure and traffic
flow.

Early studies of queueing networks indicated that such a decom-
position was possible [18,19]; however, those results do not carry over
to message switched computer networks due to the correlation of traffic
flows. In [12] it was shown for a wide variety of communication nets
that this correlation could be removed by considering the length of a
given packet to be an independent random variable as it passes from node
to node. Although this "independence" assumption is not physically
realistic, it results in a mathematically tractable model which does not
seem to affect the accuracy of the predicted time delays. As the size
and connectivity of the network increases, the assumption becomes in-
creasingly more realistic. With this assumption, a successful decompo-
sition is possible which permits the following channel-by-channel analy-
15

The packet delay is defined as the time which a packet spends in
the network from its entry until it reaches its destination. The aver-
age packet delay is denoted as T. Let ij be the average delay for

those packets wliose origin is IMP j and whose destination is IMP k.

*Approximation techniques are currently being developed which
permit one to estimate system behavior in the overloaded (unstable) case

{p =21).
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We assume a Poisson arrival process for such packets with an average of
ij packets per second and an exponential distribution of packet

lengths with an average of 1/u bits per packet. With these defini-
tions, if 7y is the sum of the quantities ij, then

J
—~ 4s 4
j,k Y Jk 4 (4)

Let us now reformulate Eq. (4) in terms of single channel de-
lays. We first define the following quantities for the ith channel: Ci

as its capacity (bits/second); Ai as the average packet traffic it
carries (packets/second); and T. as the average time a packet spends
waiting for and using the jth ch;nnel. By relating the {Ai} to the
’{ij} via the paths selected by the routing algorithm, it is easy to
see that [12]

RS D Y 5)
¥

2
Y Ty

With the assumption of Poisson traffic and exponential service times,
the quantities T. are given by Eq. (2). For an average packet length
of 1/u bits, we lhave T = l/uC seconds, and so

1
Ti T Ai (6)

Thus we have successfully decomposed the analysis problem into a set of
simple single-channel problems as given by these last two equations.

A refinement of the decomposition permits a non- exponential
packet 1ength distribution and uses Eq. (1) rather than Eq. (2) to cal-
culate T as an approximation, the Markovian character of the traffic
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is assumed to be preserved. Furthermore, for computer networks we in-
clude the effect of propagation time and overhead traffic to obtain the
following equation for average packet delay [4,13].

L AL /uC. -
T=K#+ :E: - - ¥ e P, & K (7)

Here, 1/u' represents the average length of a HOST packet, and 1/u
represents the average length of all packets (including acknowledgments,
headers, requests for next messages, parity checks, etc.) within the
network. The expression l/u'Ci + [(Ai/uci)/(uci - Ai)] + Pi repre-

sents the average packet delay on the ith channel. The term (li/uci)/
(uCi - Ai) is the average time a packet spends waiting at the IMP for

the ith channel to become available. Since the packet must compete with
acknowledgments and other overhead traffic, the overall average packet
length 1/u appears in the expression. The term l/wci is the time

required to transmit a packet of average length u'. Finally: K is
the nodal processing time, assumed constant, and for the ARPA IMP ap-
proximately equal to 0.35 ms; Pi is the propagation time on the ith

channel (about 20 ms for a 3000 mile channel).

Assuming a relatively homogeneous set of Ci and Pi’ no indi-

vidual term in the expression for delay will dominate the summation
until the flow Ai/u in one channel (say channel io) approaches the

capacity Ci . At that point, the term Ti » and hence T will grow
0 0

rapidly. The expression for delay is then dominated by one term and

exhibits a threshold behavior. Prior to this threshold, T remains

relatively constant.

This time delay model was demonstrated on a 19-node network [15]
originally proposed (but never implemented) for ARPA and produced the
results shown in Figs. 2 and 3. In Fig. 2 we see the single-packet mes-
sage delay as a function of the load on the network (RE)*; Eq. (7) is
plotted as a solid line and the simulation data is shown by dots. The
agreement is remarkable. Moreover, we begin to see the threshold effect
in which the packet delay rises much more rapidly in the network than

*RE = 1.0 corresponds to a total throughput (y) of 225 kilo-
bits/second using a non-uniform traffic matrix (see [13]).



Leonard Kleinrock

100
(]
O
<
(23
(72}
Wi
= -
E~
x 8
(8] » e,
a= ,
| B °

50~ o=
—
Z
w O
W
© E
5
: o= SIMULATION DATA

0 1 | | |
(o] 03 06 (0R¢] 1.2

RE

Fig. 2 Single-packet message delay as
a function of network load.

300 MULTI-PACKET MESSAGES
RE
1.05
1.00
0.95
,. 0.90
(&)
u 0.75
=
~ 200}
>
< SIMULATION DATA
u ® RE=1.0
b © RE =09
(o)
<
w
"
w
=
w
o
:; 100 -~
w
2 SINGLE - PACKET MESSAGES
\4 1.25
'—"—o————l___g_—!—. 1.00
0.75
0 i 1]
1.0 . 05 0

MESSAGE MIX V

Fig. 3. Message delay for the 19-node
net versus message mix,



Leonard Kleinrock ' 10

would be predicted for a single node (as in Eq. (1)). Fig. 3 is con-
cerned with multi-packets as well as single packets; recall that mes-
sages are decomposed into packets as they pass through the network, and
a message consisting of more than one packet is referred to as a multi-
packet message. For this simulation, it was assumed that single-packet
messages had priority over multi-packet messages when competing for a
channel. 1In Fig. 3 we plot message delay as a function of the percent-
age of traffic which is single-packet while maintaining the constant
average bit rate into the network; when V = 1.0, we have all single-
packets, whereas V = 0 corresponds to all multi-packets. A multi-,
packet model similar to Eq. (7) [20] provides the solid theoretical
curves in this figure and again the dots represent simulation results.
From these two figures it is clear that we have generated a suitable
model for predicting average message delay. '

For the ten-node ARPA Net derived from Fig. 1(c) by deleting the
five rightmost IMPs, and using equal traffic between all node pairs, the
channel flows Ai were found using a simple routing algorithm, and the

delay curves shown in Fig. 4 were calculated. Curve A was obtained with
fixed 1000 bit packets,* while curve B was generated for exponentially
distributed variable length packets with average size of 500 bits. Note
that the delay remains small until a total throughput slightly greater
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Fig. 4. Delay as a function of throughput (network load).

*In case A, the application of Eq. (1) allows for constant
packet lengths (i.e., zero variance).
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than 400 kilobits/second is reached. The delay then increases rapidly.
Curves C and D, respectively, represent the same situations when the
overhead of 136 bits per packet and per RFNM (see below) and 152 bits
per acknowledgment are included. Notice that the total throughput per
IMP is reduced to 250 kilobits/second in case C and to approximately

200 kilobits/second in case D. In the same figure, we have illustrated
with(:)'s the results of a simulation performed with a realistic routing
and metering strategy. The simulation assumed fixed lengths of 1000
bits for all packets. It is notable that the delay estimates from the
simulation (which used a dynamic routing strategy) and the computation
(which used a static routing strategy and the message delay equation)
are in close agreement. In particular, they both accurately determined
the vertical rise of the delay curve in the range just above 400 kilo-
bits/second, the formula by predicting infinite delay and the simulation
by rejecting the further input of traffic.

In practice and from the analytic and simulation studies of the
ARPA Net, the average queueing delay is observed to remain small (almost
that of an unloaded net) and well within the design constraint of 0.2
seconds until the traffic within the network approaches the capacity of
a cutset. The delay then increases rapidly. Thus, as long as traffic
is low enough and the routing adaptive enough to avoid the premature
saturation of cutsets by guiding traffic along paths with excess capa-
city, queueing delays are not significant.

Another quantity of interest is the time separation at the des-
tination IMP between packets of the same message. This inter-packet
gap time has been studied in [21] and shows under certain simplifying
assumptions that the average gap size increases with the message path
length, but reaches a limiting value as a function of path length.

3.3 Routing Procedures

An efficient message routing procedure is an essential ingre-
dient for the successful operation of a computer network. The function
of a routing procedure is to direct the message traffic along paths
within the network in a fashion which avoids congestion. In conjunction
with a routing procedure one must provide methods for controlling the
flow of traffic entering the network which would otherwise congest the
system. It is not difficult to conceive of ''good" routing procedures,
and even of '"fair" flow control procedures; however, at this time there
are virtually no optimum procedures known. In what follows we describe
some simulation and measurement experiments which have been performed
for the ARPA Network as it currently functions. Some alternative algo-
rithms have been described in [22] and are to be implemented shortly as
the operating procedure for the network; we have little experience with
these new procedures and therefore defer commenting on their effective-
ness until the appropriate measurements have been made.
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The basic requirements for a good routing procedure are as
follows:

e It should insure rapid delivery of messages.

e It should adapt to changes in the network topology
resulting from nodal and channel failures.

e It should adapt to varying source-destination traffic
loads.

e It should route packets away from temporarily congested
nodes within the network.

In [15,20] a number of routing algorithms have been defined and classi-
fied. It has been possible to generate approximate lower bounds on the
message delay as a function of load for various of these algorithms, and
in Fig. 5 this lower envelope is shown. This figure corresponds to the
19-node network mentioned earlier. Shown also is the performance of a
routing procedure similar to the one currently used in the ARPA Network,
namely a periodic update algorithm (PUAl). We see that its performance
deteriorates as the network load grows. Procedures using an asynchro-
nous update algorithm (AUA) or the shortest queue plus bias algorithm
(SQ+BA) are seen to be superior, although they are more costly in terms
of the processing load they place upon the IMP. A good candidate for a
routing algorithm is the shortest queue plus bias plus periodic update
algorithm (SQ+B+PUA) which is reasonably simple to implement and not too
costly in processing load.

.
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Fig. 5. Comparison of routing algorithm performance
as a function of network load.
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3.4 Network Measurements

Measurement of network activity is of major importance in the
ARPA Net. These measurements provide information regarding the traffic
on the network, provide means for testing the limits of its traffic-
carrying capacity, provide a method for validating and improving the
theoretical models, as discussed herein, and lastly, may eventually pro-
vide an on-line mechanism for controlling network traffic and routing.
Measurements of round trip message delay and throughput have been con-
ducted at UCLA, and we wish now to compare these measurement results
with some of the theoretical and simulation results we have so far dis-
cussed. In [21] it is shown that a simple calculation for the expected
round trip delay between two nodes in the network (SRI-Utah) may be cal-
culated to give 20 + 0.48L milliseconds where L is the length of the
message (in IMP words) travelling this round trip; this equation assumes
no other traffic exists in the network and therefore provides a strict
lower bound on such delays. In Fig. 6 we give the measured results for

this round trip delay, along with the theoretical equation just de-
scribed; the calculations are shown to be accurate, and the delays above
the minimum are due to interfering traffic within the network. A
throughput measurement made for the network of Fig. 1(c) is shown in
Fig. 7. Here we see the flow of traffic from UCLA to UCSB. This test
was made using an artificial traffic generator at UCLA which has the

60 &
Round-trip delay (SRI-Utah)
as a function of mes. length
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Fig. 6. Round-trip delay measurements
of the SRI-Utah traffic.
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Fig. 7. Throughput measurements between UCLA
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capability of creating more than one '"conversation'" between a pair of
sites. The current network flow control procedure constrains each con-
versation to have at most one message in the network at any time; only
when that message is delivered may the next message be generated in this
conversation. That is, when a message reaches its destination, the flow
control procedure sends a message (known as a RFNM, a "request for next
message') from the destination IMP back to the source IMP which signals
its readiness to accept a new message into the network. In Fig. 7 we
see the effect of this control procedure. The lower curve corresponds
to single packet messages, and we see the growth in throughput as the
number of generators (conversations) increases, reaching a plateau when
two or more generators are in operation; this plateau occurs at approxi-
mately 40 kilobits/second, which corresponds to the effective data rate
permissible on a single 50 kilobit line when overhead considerations are
accounted for. This level of traffic is not obtainable with a single
message generator due to delays created by the RFNM. Note that the
routing procedure permits alternate routing to take place when more than
six generators are active; at this point a large enough queue is formed
at UCLA to trigger the introduction of alternate routing. The upper
curve in Fig. 7 corresponds to full length messages composed of eight
packets each. Here, we do not expect the RFNM to constrain the through-
put in a significant way since it comes only once in every eight packets
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now, and we note that a single message generator immediately achieves
the "plateau" value of throughput seen earlier. In this multi-packet
mode we observe that its plateau is reached at about 70 kilobits/second;
this is below the expected 80 kilobit/second for the two paths in use
since the finite storage capacity of the IMP was saturated at this
point.

This last throughput measurement was carried out in the presence
of no interfering traffic from other sources. A more interesting ex-
periment is to observe the mutual interference among competing conversa-
tions within the network. This was done for a network similar* to that
in Fig. 1(d) in which UCLA was attempting to send message traffic to
RAND. Measurements were taken at UCLA (which is the Network Measurement
Center) as, one by one, additional nodes were instructed to send inter-
fering traffic to RAND (each IMP has the capability for generating arti-
ficial traffic of a simple type for such purposes). The order in which
new IMPs entered this sequence is as follows:

Number of Senders Next Additional IMP

UCLA
BBN

SDC
Stanford
Harvard
Utah
Ames

MIT
Il1linois
BBNTIP
Case
Linc
Carnegie

O oo U B (N

10

12
13

Pl LN

In Fig. 8 we show the way in which the average round trip delay (from
UCLA to RAND and back) varies with the number of interfering users.
Three curves are shown, each for different message lengths; these are
the lengths used for all messages generated within the network for this
experiment. We note for the single packet messages that essentially no
interference occurred as the number of users increased;** however, with

*The measured network differed from that in Fig. 1(d) as fol-
lows: NCAR and GWC were not yet connected, and so there was a direct
link from Utah to Case; furthermore, in series with the MIT-BBN 1link
there was placed an additional node (BBNTIP).

**This result is conditional on the fact that UCLA is directly
connected to RAND. Experiments with longer paths and with paths through
""congested'nodes are currently being conducted.
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four, and in particular with eight, packets per message, the interfer-
ence caused significant round trip delays to the message traffic. A
large part of this delay was due to the competition for reassembly stor-
age space at the RAND IMP. In Fig. 9 we see a similar plot for the
throughput per user. Again, the single-packet messages maintain an es-
sentially constant data rate. When we go to four packets per message,
and then to eight packets per message, we observe that the data rate in-
creases so long as the number of senders is less than four. This in-
crease in throughput is due to the large penalty paid by smaller mes-
sages for the flow control procedure and its use of RFNM's. The delay
due to a RFNM comes once per packet for single-packet messages, but only
once per eight packets for eight-packet messages, and this accounts for
the increased throughput for a small number of interfering users. The
reason that the multi-packet message throughput begins to deteriorate
seriously when four or more senders are active is due to the finite
storage capacity at each IMP which is set aside for the reassembly of
multi-packet messages; at present, this storsge is sufficient to hold
approximately three eight-packet messages. From Figs. 8 and 9 we see
the effect of this interference on the increase in delay and the de-
Crease in throughput. However, one may argue that the total throughput
in the network is increasing as the number of conversations increase.

In Fig. 9 we displayed the throughput per user as a function of number
of users. We may approximate the total throughput as a function of
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Fig. 9. Measured throughput per user.

number of users by taking each measured point in Fig. 9 and multiplying
by the number of users to which that point corresponds; this, of course
is a fiction, since the measured points from Fig. 9 correspond to the
throughput seen in the UCLA-RAND transmission only. However, this de-
rived curve will provide some insight as to what is happening with re-
gard to total throughput, and this we show in Fig. 10. We see that the
single packet per message case yields a linearly increasing total
throughput which is part of the fiction since, clearly, this function
can rise only until it reaches the maximum throughput capability of the
IMP itself. In the case of four packets per message, we see that the
throughput saturates when three or more senders are active, and this
saturation level occurs somewhat above 100 kilobits/second. The more
interesting (albeit unfortunate) case is for eight packets per message
in which the total throughput peaks at around four users and then begins
to fall off in a disastrous fashion* as the network goes into what is
known as reassembly lockup [22]. This again is the effect of the flow
control procedure choking off the input traffic as messages take longer
and longer to reassemble; in the limit, reassembly lockup occurs when
partially reassembled messages cannot be completely reassembled since
the congested network prevents their remaining packets from reaching
their destination.

*This is similar to the fundamental diagram of road traffic [14]
for which strong analogies may be drawn.
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3.5 Network Optimization

One of the more difficult design problems is the optimal selec-
tion of capacities from a finite set of options. Although there are
many heuristic approaches to this problem, analytic results are rela-
tively scarce. (For the specialized case of centralized networks, an
algorithm yielding optimal results is available [23].) While it is pos-
sible to find an economical assignment of discrete capacities for up to,
say, a 200 IMP network, very little is known about the relationships
among such capacity assignments, the message delay, and cost.

To obtain theoretical properties of optimal capacity assignments,
we first ignore the constraint that capacities are obtainable only in
discrete sizes. In [12] the problem was posed where the network topol-
ogy and average traffic flow were assumed to be known and fixed and an
optimal match of capacities to traffic flow was found. Also, the traf-
fic was assumed to be Markovian (Poisson arrivals and exponential packet
lengths) and the independence assumption and decomposition method were
applied. For each channel, the capacity Ci was found which minimized

the average message delay T. Since Ai/u is the average bit rate on
the ith channel, the solution to any optimal assignment problem must pro-
vide more than this minimal capacity to each channel. This is clear
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since both Eqs. (6) and (7) indicate that Ti will become arbitrarily

large with.less than (or equal to) this amount of capacity. It is not
critical exactly how the excess capacity is assigned, as long as
Ci > Ai/u. The optimization further assumed that a total of D dollars

was available to provide the channel capacities and that the cost of the
ith channel was linear at a rate of di dollars per unit of channel

capacity; that is, D = ZdiCi. The simpler form for Ti in Eq. (6) is

used in this formulation and T is as given in Eq. (5). The solution
to this problem assigns a capacity to the ith channel in an amount equal
to Ai/u plus some excess capacity proportional to the square root of

that traffic. With T evaluated for this assignment,

e 2
T =, =B <2/di(ki/k)> (8)

.uDe 1

Here A = Zki represents the total rate at which packets flow within
the net and De is the difference between D and the amount which must

be spent to provide each channel with capacity Ai/u, namely

A.d. :
‘D =D - Z s 9)

Moreover, n = A/y is easily shown to represent the average path length
for a packet.

if di = 1 for all channels, D = ZCi = C where C represents

the total capacity within the network.* In this case,

7 . - 2
T= 4— <Z />\_77\> (10)

ue(l -mp) \i *

*The assumption di = 1 1is of practical importance in the case

of satellite channels [24].
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Here p = y/uC 4is the ratio of the rate <Y/u at which bits enter the
network to the rate C at which the net can handle bits. The quantity
P represents a dimensionless form of network '"load.'" As the load p
approaches 1/n, the delay T grows very quickly, and the point

o = 1/n represents the maximum load which the network can support. If
capacities are assigned optimally, all channels saturate simultaneously
at this point. In this formulation n 1is a design parameter which de-
pends upon the topology and the routing procedure, while p 1s a given
parameter which depends upon the input rate and the total capacity of
the network. Equation (10) provides insight into topological structure
and routing procedures [12].

In a recent paper [25], it was observed that, in minimizing T,
a wide variation was possible among the line delays Ti' As a result,

the problem of finding the sets of channel capacities which minimize

T(k) was considered, where

— A, 1/k
Ul [Z 71 (Ti)kJ (11)
i

The solution for the optimal channel capacity assignment with a given

value k, denoted by Cick) is

K 1/k+1
(k) - ki De (Aidi )
€, = — + | — (12)
il B
s g
J
Wifh this capacity assignment,
= 1+k
T(k) _/_n_ EEZ(A.d.k/A)l/l+k a
. 11 (13)
uD i

Note that the assignment Ci(l) is the previously mentioned assignment

which minimizes T, and T(1) is the previous value for T in Eq. (8).
As k 1increases, the variation in the Ti decreases and as k >
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(k 1 e )
lim cg” :Tl+- g (14)

In this limit, the channel capacity is assigned to give each channel its
minimum required amount Ai/u plus a constant additional amount; all

the Ti are equal, and so

On the other hand, setting k = 0 yields

A A.D '
B0 Lt sl (16)
1 3

nyd:.L

For this assignment, the value of T 1is identical to the value it
achieves in Eq. (L5) for k - «, although different channel capacity
assignments typically occur at these extremes [26]. If all d. =1 a
channel capacity is assigned in proportion to the traffic carried by
that channel (commonly known as the proportional capacity assignment).
Although the value of T 1is minimized for the capacity assignment which
results when k = 1, T increases rather slowly as k varies from
unity and, moreover, the variance of packet delay is minimized when

k = 2.

In studying the ARPA Network [4] a closer representation of the
actual tariffs for high speed telephone data channels used in that net-
work was provided by setting D = ZdiCi(x where 0 < o =:1.* This ap-

proach requires the solution of a non-linear equation by numerical tech-
niques. On solving the equation, it can be shown that the packet delay
T wvaries insignificantly with o for .3 < a £ 1. This indicates that
the closed form solution discussed earlier with o =1 is a reasonable
approximation to the more difficult non-linear problem.

*0f course the tariffs reflect the discrete nature of available
channels. The use of the exponent o provides a continuous fit to the
discrete cost function. For the ARPA Net, o = .8.



Leonard Kleinrock 22

In practice, the selection of channel capacities must be made
from a small finite set and not from a continuum as assumed above. Al-
though some theoretical work has been done in this case by approx1mat1ng
the discrete cost-capacity functions by continuous ones, much remains to
be done [27-29]. Because of the discrete capacities and the time vary-
ing nature of network traffic, it is not generally possible to match
channel capacities to the anticipated flows within the channels. If
this were possible, all channels would saturate at the same externally
applied load. Instead, capacities are assigned on the basis of reason-
able estimates of average of peak traffic flows. It is the responsibil-
ity of the routing procedure to allow the traffic to adapt to the avail-
able capacity [15]. Often two IMP sites will engage in heavy communica-
tion and thus saturate one or more critical network cutsets. In such
cases, the routing will not be able to send additional flow across these
cuts. The network will therefore experience "premature' saturation in
one or a small set of channels leading to the threshold behavior de-
scribed earlier.

4. CONCLUSIONS

In this paper we have surveyed some of the modeling techniques
which have been found useful in the study of the ARPA Network. We have
also reviewed some of the simulation and measurement results which, by
and large,lend validity to the mathematical models we have used. We see
that message switching networks of the ARPA type may be implemented in a
rather straightforward fashion and provide an economical message service
compared to other current techniques. We observe the heavy reliance in
this paper on approximate methods, simulation and actual network mea-
surement, which together permit us to understand some aspects of network
behavior. Heuristics are also necessary in this process for the selec-
tion of good topologies and traffic flow assignments. The study of
really large networks (hundreds of nodes) will undoubtedly require the
development of new tools; it is clear that some clever decomposition or
partitioning of the network into supernodes and regions (perhaps in a
hierarchical structure) will be necessary.

Among the more difficult design problems which remain are: the
specification of routing and flow control procedures; the design of
optimal topologies; the optimal assignment of capacities with non-linear
discrete cost functions; the consideration of large message-switching
nodes judiciously placed in the network; and many other related ques-
tions. Considerable work is being expended in these directions, and we
hope that some of these questions will be answered in the near future.
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