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Abstract. This pgper desaribesan alvanced simulation enironmentwhich is used to examine validate, andpredct the perfor-
mance of mobile wireless network systems This simulation environment overcomes manyof the limitations found with analytical
madels, expaimentaton, and other commecial network Smulators aweilable on the maket today. e identify a set of comporents
which male up mobik wirelesssystemsand descri be a st of flexible modiles which can be usdto madel the various comporents
andtheir integration. The® mockls ae developed using theMaisie simulation language. By moéli ng thevariouscompnentsand
their integration, this simulation environmentis able to accurately predct the performancebottienecks of a mutimeda wireless
network system being developedat UCLA, ceterminethe trade-off point betveen the various bottleneds, ard provide performance
measirements and validation of algorithmswhich are not possible throuch experimentation andoo complexfor andyss.

1. Introduction

When developing mobil e wireless network systems(i.e., wireless
networking algorithms node architectures and network infrastruc-
tures), the desgneris presented with numeousdedgn altematives
There are many fadors which impact the andysis, performanceand
validation of thes design altematives Thes factors range from
having to support diff erent patterns of node mobility to integrating
the traffi c generators, networking algorithms, and operating system
capahilities.

A few operating system kernels and languayes have been

designed to support wireless and mobile communication [1], and a
number of protocols have been devised to solve the numeous
topology setup and maintenance, meda access control, and trans-

mission problems in the mobile environment [10]. Commaercial
radios desgnedto be hooked up with laptops for wireless multime-
dia transmisgons are available in the market.  Although solutions
to diff erentfacets of the wireless mobil e information system design
are appearing, relatively little effort has been devoted to under-
standng the performance impact of the interactions among diff er-
entcomponents of the system.

Anadysis, simulation and meaurement have all been used to
evaluate the performanceof network protocols and multimedia sys-
tems. M eassurement-based approachesare useful only after the sys-
tem has been deployed. Although they offer the most accurate
evaluations of performance problems they are often inadequate
becaus it may be infeadble to modify the depoyed system to

1 This work was suppated in part by the Advanced Re®arch
Projects Ageng, ARPA/CSTO, urder Contract J-FBI-93-112 “Com-
puter Aided Desgn of High PerformanceWreless Neworked Sys-
tems’, and by ARRA/CSTO under Contract DABT-63-94-C-0080
“Transparent Vir tual Mobile Ervironment.”

2 This paperwasin part presented at the ACM Mobile Compu-
ing and Networking Confaena (Mobicom ‘95), Berkeley, Califor-
nia, 14-15 Noveber19%.

experi ment with many dedgn parameters. Even whensuch modifi-
cdions are feasible, the cost of the neessary software and hard-
ware modifications may be exorbitant. Analytical models offer the
opportunity to quickly examine a large parameer space to identify
effi cient configurations; however for complex systems with many
interacting components, andytica models may either be inaccurate
or computationall y intractable. For complex, heterogenaus systems,
simulations are often the only realistic alternative to performance
prediction.

The primary drawback with detailed simulation models is that
they are frequently slow. Experience with many existing network
simulators has shavn that a performance study of wireless proto-
cols for even small networks (tens of nodes) can take many days;
running such simulations for networks involving a large number of
mobile dementsis clearly infeasible. Recent experi ence with paral-
lel exeaution of models for persond communication systems has
shown that parall elism offers significant potential to improve the
exeaution time for these modds; it is likely that these techniques
can also be exploited to improve the execution time for simuation
models of wireless networks. This paper describes a simuation

environmentfor wireless networks that is built using the Maisie [3]
simulation languag. Maisie has been implemented on both sequen-
tial and parall el architectures. The paper describes the environment
and presentsexperimenta reaults using sequential execution of the
models. The environment is currently being ported to a parallel
architedure.

The remainde of the paper is organized as follows: Sedion 2
begins with a decription of the primary components which make
up mobile wirelesssystems Section 3 desaibes the newsimu ation
environmentusel to andyze the performance of such systems; we
seehow the environment and various malels o the system are huilt
usng an existing message-pasing based simulation language
cdled Maisie. Sedion 4 pesents he reaults of asimulation sudy to
evaluate the performance of a specific mohile wireless multimedia
system tat is being designed at UCLA. Experiments to vali date the
simulation are also presented. In Sedion 5 we see the related work
in this area, and Sedion 6is the condusion.



2. Mobile Wireless Systems

We provide a common referene model for these systems by
decomposing them into two primary subsystems network and
node. Thenodelevel is usel to describe the hardware and software
capahilities of the (possibly) mobile node including its radio char-
aderistics and its interface to the network operating system. The
network level describes the architecture of the communication net-
work which may be wirelined, wirelessor a hybrid. In this section,
we describe each of the layers in detail, and develop simulation
models for these layersin Sedion 3.

2.1 Mobile Wireless Networ ks
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Fig. 1. Mobil e Wireless Networks

Figure 1 is an example of a mobile wireless network. This net-
work is composed not only of a static wired backbone and a few
wireless cells, but also a se of nodes which are able to support
instantinfragructure, self- configuring, and multi-hop functionality.
We include throughout this paper the study of instantinfragructure
networks [14], nodes and their algorithms since support for this
architecture requires additional flexibility in the simulation envi-
ronment and illustrates the complex environment in which the
mobile wireless nework systemscan operate.

2.2 Mobile Wireless Nodes

The design of mobil e wireless nodesterminads have been gudied
by various groups [17][14]. In this sedion we descibe the compo-
nents which make up the node architecdure andthe implementaion
of the network control functions multimeda suppat, communica
tion substrates and the interfaces between them. Our focusis on
oneof theelemens shown in Figure 1, namay thewireless node; it
is represented by the mobile node componentsshown in Figure 2.
In the following subsedions we will describe various components
andalgori thmswhich make up the mobil e wireless nales

2.2.1 Applications

The standard set of TCP/IP protocol suite applicaions supgport
text based seavices like remote login or file transfers. New appli ca-
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Fig. 2. Mobile Node Componens

tions are now appeaing which support multimeda (e.g., Netscape
and video conferencing appli cations). Multimeda suppat is nees-
sary notonly for acquisition and presentati on of video, speech, and
data but also for coding/decoding for efficient transmisson through
the wireless network. To demonstate mutimeda effects over
mobile wireless networks, a video conferencing application has
been developed. This application (VideoTALK) brings together
video, which uses UDP, and data, which uses TCR into a single
application on the laptop. To test the performanc of the system for
these applications, teding tools were developed to measure
throughput, delay, padket loss and to tradk adaptive parameters in
the communication device (radio) such as code, power, and spread-
ing factor (i.e. chipshit). A topology analyzer program (TOPO)
was devel oped which can be usel in the simulation environment or
in the implementel system to graphicaly display the virtual topol-
ogy of the wireless multihop subné. These tools and appli cations
are used for experimentation and vali dati on with simulation.

2.2.2 Operating System

The operating system is responsible for integrating all these net-
work control components together. The chace of an operating sys-
tem, such as Microsoft Windows, PC-Disk Operating System
(DOY), Mac OS, or UNIX, can hawe significant impact on the
node's capabilities and performance However, thes systems are
not desgnedfor easeof programmability or fl exibility in the imple-
mentati on andvali dati on of networking algorithmsand thusdo not
lendthemselvesto a flexible mavile wireless network system which
can be used for experimentation or prototyping. An operating sys-
temis desired which is compatible with existing platforms (but still
provides functionality such as multi-tasking and packet processng




capahility usdul to network control algorithms) and can be easly
modeled in the simulation environment. A network operating sys-
temis able to function on alayer ontop of an existing native operat-
ing system and provide the required network functionality and
savices. A public domain network operating system, NOS (also
known as KA9Q developed by PHhI Karn), has realily availabe

saurce code and meets the fl exibili ty requirements 5]. We useNOS
asthe operating system in our mohile wireless system (see Figure

2). It runson top of DOS andincludes its own multitasking sched-
uler. The bendit of this multitasking operating systemis that each
algorithm or protocol necessay to support this network can be
developed asits own process The multitasking kernel all ows these
algorithms and protocols to multitak, shaing the CPU, and yet
provide semantics such aswait andsignd semaphares for inter-pro-
cess (inter-algorithm) communication. Time processng routines
such as TDMA, are able to sleg a processfor a defined period of
time,and can Ie usel to dl ow other protocols andalgorithmsto run
without hating or consuming unne@ssary CPU processing time.
Memory buffers (mbufs as faund in BSD UNIX system buffers) are
used to minimize overheal by al owing memory blocks tobelinked
together for performing encapsulation, packetization, etc.

The architecure of our mobil e wireless system test-bench is set
up to maximize the flexibility for supporting various types of
mobile system components. Owr current test-bench uses a NEC
Versa48 33Mhzlaptop and a docking staion to support the cus-
tom interfacesand hardware. The network operating systemis abe
to run on any laptop as long as it sugports DOS and the required
interface cards. A Padket Interface (Pl) card is used as the network
inteface cad to integrate the wireless commuricaion hardware
into the system. To provide a standard interface to the network
operating system, a packet driver interface is used, based upon
FTP’s padket driver spedficaion. This interface allows inter-
changeahility among various network interface cards (like the Pl
card or aPCMCIA card) without having to change the detail s of the
network operating s/stem to support anew or diff erent @mmunica
tion sulstrate. A padket driver is loaded which corregponds to the
correct Network Interface Card (NIC) and its capabili ty. There are
also other communication hardware drivers/interfaces sud as the
NDI'S or ODI drivers which can be used to integrate the communi-
cation hardware with the operating system.

2.3 Mobile Wireless Algorithms

2.3.1 Transport and Inter networking Control

Since intemetworking requires compatibility with existing net-
works and TCPIP is sowidely usedthrough the Intemet, the TCP/
IP protocol suite has been implemented without need for modifi ca-
tions Sincethe Internet Protocol can be used in conjuncion with
various commurication substrates, much of the new mobile wire-
less algorithm development takes place below the network layer.
The network layer is reponsible for sugporting variouscommuri-
cati on substrates suc as internet routing, segmentation, etc. Above
the network layer, the trangort protocols (TCP and UDP) provide
the required support for endto-end reliabili ty, congestion control,
etc. Thes transport protocols interact with the applications
described in the previous section by using sockets to buffer the bit
stream so padketization can take place. Additional sevices are also

being developed to suppart multimedia over mobile hosts[13].

Although wireless communication is usdul to support mobile
commurication, wired connedions can support a much higher
bandwidth and are lessproneto errors then wireless rados. There-
fore, wired connedions shauld be utilized whenever possible.
Wired connedions suchasethernet, can utii ze standard commuri-
caion hardware, such asa PCMCIA card, for networking. To sup-
port a combination of wired and wireless communication, provide
wireless multihop functionality, and support instant infrastructure
networking, a node neels to be able to function in three diff erent
modes (gateway, multihop, or endnode) as shown in our common

reference model (Figure 3). A node functions as a gateway when
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Fig. 3. Common Reference Mode

both wired and wireless connections are available. In the gateway
mode, it will forward packets between the wired and wireless
domains as necessay. In the multihop mode, it will follow the sub-
network routing protocol to provide wirelessmutihop communica
tion within the instantinfrastructure subnet Othe mobile wireless
network systems do not provide instant infrastructure or wireless
multihop capability, but do support wirelessmobility throughaut an
intemet

The |IETF Working Group for Mobile | P hasdeveloped an Inter-

net Draft for IP Mobility Support [12]. The primary focus of this
group hasbeen on protocol functionality andstandads, rather than
performance analysis. By incorporating the Mobil e IP type protocol
into this simulation environment feedback can be provided to
developers on its performance as a function of various mobility
environmens, network connedivity substrates (wireless and
wired), andvarioustraffic loads. The Mobile IP protocol can also
beintegrated with numerousother system components.

The andysis of the Mobil e IP protocols will be useful to validate
and enhance the simulation environment and can utili ze the proto-
typing implementation path. In addition to protocol designes, the
prototype can provide immedate feedbadk to interested groupsthat
are developing protocols in conjunction with Mobile IP to support
other network andoperating system functiondities.



2.3.1 Instant Infrastructure Subnetwork Control

Thefunctiondities which support instantand reconfigurable net-
works are new and have been added into the network algorithms

under subndwork control (see Figure 2). Many of the proposed
schemes for supporting instant and reconfigurable network topolo-
giesare based upon TDMA to control channelcontention. A clus-

tering algorithm [10] was implemented which is heavily based on
TDMA control andsynchronization to teg the feadbility andover-
head of implemening this functiondity in software.

2.4 Link Layer Control

Algorithms developed for link layer control fall into a separate
category from other networking algorithms. These algorithms are
not typicaly implemented inside the operating system, usudly
existing in hardware or programmeéble processors as part of the
NIC. For maximum flexi bili ty, simplicity of implementation, and to
provide a path between simulation and implementation, thesealgo-
rithms ®uld be implemented as part of the algorithms i theoperat-
ing system. To experiment and determine where an algorithm
shauld be implementad, the simulation environment can utilize
models or acuad code of the link layer control algorithms

The link layer control componentstypicaly include algorithms
such as media access control (e.g., CDMA, TDMA, and CSMA/

CA). The link and mohility control layer shown in Figure 2 sup-
ports a new function unique to instant infrastructure mobile wire-
less networking. Mobility support is provided by setting
appropri ate hardware parameters such as the CDMA code or trars-
mit power level dynamicaly. Measuremens sud as Sgnalto Inter-
ference Raio (SIR) are fed back from the rado into thelink control
algorithmsfor power control to minimize the power consumption,
reduce interference, and provide admission control such as

describedin [7].

2.5 Wireless Communication Hardware

Numerous wireless rado modems are available commercially

[9]. Many of the dgorithms keing designed for mohile wireless sys-
tems are built to support a particular device or manufaturer. Algo-
rithmswhich are not designed for a specific radio face the problem
of trying to predict their performane over a wide parameter space
of available radio alternatives. Thebeg way to vali date over awide
paramder space of various radios is t tili ze the models of the var-
ious radios in the simulation environment and experiment with
actua implementation when £asble.

As an example of the complexity and trade-offs associated with
developing wireless networking algorithms with wireless commu-
nication hardware, we experiment with two wireless communica
tion hardware devices. We use the Praxim RangeLAN2 wireless
frequeng hop spread spedrum radio, whichis commaercially avail -
able, and a austom dired sequence spread spectrum rado, desgned

andimplemented at UCLA [8]. The UCLA radio is usedto support
instantinfrastructure networking through adptive hardware control
and feedback with the networking algorithms. This radio is cur-
rently able to operate at speeds from 7 1o 32 Kbps dependng on the
desired spreadng factor. Although other radios are able to support
higher data rates, this radio provides unique control over various

hardware parameters such asthe sprealing (chips/it), code, power,
and evenaaquisition time. In Table 1 we can seethe sprealing fac-
tor (chipshit), data rate, and acguisition time trade-off s. It shauld

chips Data | Optimistic | Conservative
per Rate ACQ ACQ
bit (kbps) Time Time
31 32.28 155 ms 31l ms
63 15.8B 315 nms 63 ms
127 7.824 635 ms 127ms

Table 1: UCLA Radio Parameters

take anywhere from 500to 1000data bits to acquire the signal soa
preamble is sent before each padket according to the desred acqui-
sition time. Sincethe ralio transmits at afixed rate of 1 Mchips/sec,
and we are able to vary the number of chipghit, we are able to
adhieve the vari ousdata rates described above. In order to increase
the resilience to noise andinterference, a parameer can be set on
the radio to increase the spreading factor (chipshit) at a cost of
decreasing the data rate. By using more chipshit (slower data rate)
we are also able to potentially have higher node capadty in the
wireless sub-net It is up to the network control algorithms, with
development and analysis support from the simulation environ-
ment, to dynamicaly determine what these parameters should be
set at for optimum nework effi ciengy.

3. Simulation Environment

We have designed a general purpose parallel environmentfor the
simulation of mobile wireless network systems and to provide an
implementdion path for neworking algorithms. The simuation
environmentcan be usal to evaluat the effectiveness and perfor-
mance of algorithms asa function of the application requirements,
mobility pattens, and radio chaacteristics. The simulator is being
built on top of an existing message-passng based parallel simula-

tion languagce call ed Maisie [3]. Maisie is a mesage-based discrete
eventsimulation language that providesarich se of modeling con-
structs to facilitate the dedgn of concise network models. The
Maisie simulation environment hasbeen implemented on a variety
of workstations, networks of workstationsand distributed memory
multicomputers (like the IBM SP1) and on a shared memory Sparc
100. In the following sedions we will see how the Maisie con-
structs are usal to develop various modules in the network simula-
tion environment.

The proposed simulation environment has a number of unique
feaures first, it is being designedto make effective use d the facil-
ity for parallel mode execution that is supgported by Maisie. This
potential for parallel exeaution o the models will allow us D inves-
tigate much larger networks than would otherwisebe feasible. Sec
ond, the environment will support automatic migration of the
simulation models to operational code by providing a common set
of interfaces to widely usel network operating systems and their
models. Third, the simulation environmentincludes a fadlity for
interactive control of key model parameters like mobili ty, transmis-
sion power, etc. This fadlity will allow an andyst to interactively



evaluate theimpect of vari ouschangesto thehardware andprotocol
paramders. Ladly, the environment is modular and extensible, in
the sense that diff erent components of the mobil e network can be
modded at different levels of detail. Thus, it can be usdul to
develop in a simulation which utilizes several different levels of

detail [2].

The modeling environment is dedgned to allow the primary
components of the wireless network system to be simulated at dif-
ferent levels of detail. Thus, it might be useful to initially have an
approximate but fast model of all componens and then refine the
details o some of the componentsthatappear to be the pi mary bot-
tleneck(s). Our aim is to decompose the model in order to allow
maximum flexibili ty in experi mentation with dternati ve implemen-
tations of a given functionality (e.g. mobility patems of the node)
aswell as to support a “ plug and play” capability tha geneates
composite models congructed from pieces that model system com-
ponents at widely diff ering levels of detail .

3.1 Mobile System Simulation Modules

Our model of the mohile, wireless network system is broken
down into two levels with the following primary componens:

Network L evel

* Node Mobility Models (MOM)

e Channd Models (CHM)
Node L evel

e Wireless Rado Models (RFM)

¢ Operaing System Modés (OSM)

e Applicaion-speific traffic models (SOURCEM)
Network Algorithm Models (NAM)

The MOM components are responsible for movement patterns of
the nodes, suchas the speed in which the nodes move, and their
motion patten, such as Brownian random motion or drift. The
CHM components are regpondble for the transmisson meda
including the range in which two nodes are able to communicate
with each other, and environmentl effects such as multi-path fad-
ing, shadbwing, and interference.

The RFM components are responsible for the physica layer
modeling of the radio frequeny modem andincludestheraw chan-
nel bandwidth, modulation techniques and acquisition delays. The
OSM simuates the relevant portion of the operating system, suc
asthe WAMI' S Network Operating System (WAMI SNOS) kernel,
andisinvolvedin interffadng with the application (e.g. delivery of
incoming messages) or with the nework (eg. transmisson of
remote messages). The OSM components include multi-tasking
processscheduling, packet manipulation routines time control, and
interfadng sud as between the SDURCEM andNAM andbetween
NAM and RFM.

The SDURCEM @mponentscan be broken down into thesaurce
anddestination streams (e.g., hard disk, keyboard, camea, screen,
microphone or speaker) corresponding to the voice, video and data
traffic, control of thee streamsvia the application, and the trans-
port mechansm (e.g., TCR UDP, or Virtual Circuits) which the
appli cation choosesto use. The NAM components are broken cbwn
into intemetwork models sud as IP, instant infrastructure subnet-

work control (sudh as clustering), and mobility control (such as
power control, logica link control, andmedia accesscontrol).

Figure 4 illustrates how the mobil e wireless system simuation
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Fig. 4. Mobile System Smulation Models

models fit in with the common reference mode described earli er
(Figure 3).

Before providing examples of how the various models can be

developed using Maisie in Section 3.3, a brief overview of the
Maisie simuation language is providedin thefollowing sedion.

3.2 TheMaisie Language

A Maisie program isacoll edion o entity defi nitionsand C func-
tions. An entity definition (or an entity type) desaibes a class of
objects. An entity instance hencforth referred to simply as an
entity, represents a spedfic object in the physical system and may
be creaed and degroyed dynamicaly. An entity is creaed by the
exeaution of a new statement and is automaticdly assigned a
uniqueidentifier on credion. For instance the foll owing statement
creates a rew instane o a manaer entity andstoresits identifier in
variablerl.

rl =new marage{N};

An entity can reference its own identifi er using the keyword self.
Entitiescommuricate with each other using buffered messae-pas-
ing. Maisie defi nes a type called message, which is used to define
the types of messages that may be received by anentity. Definition
of a messge-type is similar to a struct; the following declares a
message-ty pe call ed req with one parameter (or fi eld) called count.

message req {i nt count; };

Every entity is associated with a unique messae-buffer. A mes-
sageis deposited in the message buffer of an entity by exeauting an
invoke statament. The foll owing statement will deposit a message
of type req in the message buffer of entity ml. The message will
have time stamp clock+t, where clock is the current value of the
simulation clock.

invoke ml with req(2) after t



If the after clauseis omitted, the message is time stamped with
the current simulation time. If required, an appropriate hold state-
ment (desaibed subsequently) may be executed to model messae
trangmission timesor a separate entity may be defi ned to simulate
thetransmisson medium. An entity accepts mesagesfrom its mes-
sage-buffer by exeauting a wait statement. The wait statementhas
two components: an optiond wait-time (to and a required resume
block. If t is omitted, it is set to an arbitrarily large value. The
resumeblock is a set of resumestatements each of which has the
following form:

mtype(m;) [st bj] statement;;

where mj is a messge-type, bj an optiond bodean expression
referred to as a guard, and statemert; is any C or Maisie statement.
The guard is a side-effect free boolean expresson that may refer-
ence local variables or message parameters. If omitted, the guard is
asumal to be true. The message-type and guad are together
referred to as a resune condition. A resume condition with mes-
sage-type m; and guard bj is sdd to be enalded if the message buffer
contains a message of type mj, which if delivered to the entity
would cause bj to evaluate to true; the corresponding message is
cal ed an enaling mesage.

With the wait-time omitted, the wait statement is essentially a
sdedive receive command thatall ows an entity to accept a particu-
lar message only when it is ready to process the message. For
instance, thefollowing wait statement mnsists o two resume state-
mens. The resume condition in the first statement ensures that a
reqg message is accepted only if the requesed numter of units are
currently available (the keyword msgrefers to the mesage thatwas
most recently removed from the message buffer of the entity.) The
second resune statament accepts a message of type free from its
buffer:

wait until

{ mtype(req) st (units >=msg.regcourt)
/* signal requester that request is granted */
or mtype(fre€ /* return units to the pool */

}

Maisie also provides a number of pre-defi ned functions that may
be used by an entity to insped its message buff er. For ingance, the
function gsize(my) returns the numter of messages of type myin the
buffer. A spedal form of this function cdled gempty(my) is
defined which returnstrue if the buffer does not contain any mes-
sagesof typemy, and returnsfalse othemwise. In general, theresume
condition in await statement may include multiple messae-ty pes
each with its own boolean expression. This all ows many complex
enaling conditions to be expressed diredly, without requiring the
programmer to describe the buff ering explicitly.

If two or more resume conditionsin await statement are enalded,
the time stamps on the corresponding enabling messages are com-
pared and the message with the earlied time stamp is removed and
deliveredto the entity. If no resumecondition is enabled, a timeaut
messace is scheduled for the entity tc time units in the future The
timeaut message is canceled if the entity receives anenalling mes-
sage prior to expiration o tg othemwise, the imeout message is sent
to the entity on expiration of interval tg Thus the wat statementcan
be used to schedule conditional events. A hold statement is pro-

vided to unconditionally delay anentity for a spedfied simuation
time. For ingance, the statement hold(t) will suspend the corre-
spondng entity for t unitsin Smulation time.

3.3 Simulation Environment Modules

The simulation environment models are broken down into two
caegories: global and loca. The global models are repongble for
modeling the interaction amongthe nodesat the network level. The
global models include the mobility (MOM) and chanrel (CHM)
models. The local models are responsible for modeling the func-
tionality inside anode. Local models inside a node (inter-node) can
be highly integrated. The globad models are used for all inter-node
commurication.

Let us now look at the details of saome of the responsibility of
each madule is and an example mode of one of the components.

3.3.1 MOM

The mobhility modelsinclude, but ae not limited to, thefollowing
components:

« tracking location of the nodes

e speedof the nodes

¢ diredion of motion

In order for the channel modd to track the location, and thus
have the channel model be able to determine which nodes are able
to sendpackets to each other, the x and y coordinates of each node
are tracked. Sincethemohility model is reponsible for tracking the
location of each node, a node can not simply update its position
locally but mustsend a messae to the mobility model to hawe it
update the node’s naw location sothe channelmodel which is coor-
dinating communication in that areacan utilize the node's location
information.

In order to model speed (suchas stationary, walking speed, run-
ning speed driving speed, or even flying speed) and direction of
motion (such as drift or a semi-random walk), the channelmodel
can seledt arandom step size which it is able to move within. Once
the new position is sdected and forced to remain within the space
(grid) of thesimuation, its new position is updated

To get afeding for an example model of mobility, the following
Maisie fragment shaws how the speed of a mobil e can be modeled
with asemi-random diredion.
entity mom{}

{
for (;;)
{

wait until

mtype(move)

id=msgmove.id;
position[id].x =
postion[id].x-(int)lrand48()%(SPEED* 2+1)+SPEED;
pasition[id].y =
position[id].y-(int)lrand48()%{SPEED* 2+1)+ SPEED;
if (position[id].x<0) position[id].x=0
elseif (position[id] x>max_X pasition[id].x=max x;
if (position[id].y<0) position[id].y=0
dseif(position[id].y>max_y) pasition[id].y=max_y;



}
or mtype(done)

{
break;

}
}
}

3.3.2 CHM

The channel modd is regponsble for determining which nodes
are able to communicate with each other and what the received
information or quality of informaton shauld look like. The CHM
components can include, but are not limited to, the foll owing:

 Distance/Range

e Shadowing (such as Log-normal)

e Attenuation (such as Free-$ace)

Multi-path (such asRaleigh Fading)

Once the channd models determine the effects of transmitting
data through the wirelesschannd, the radio RFM models can inter-
aa in aredistic manner.

The following Maisie fragmert represents a portion of code in
the channelmodel to moded radio broadcads. The modd usesthe
transmit power and cument location of each node to determine
which nodesreceive anincoming packet. The actual packet (mes-
sage) is sent to the appropri ate node via theinvoke statement.

entity chm{}

wait until mtype(broadcast)

{

b =msg.boadcag;

for (i=1; i<=num_nodks; i++)

if (i = b.id)
if (sgrt(pow((double)(pasition[b.id].x - positian[i].x), 2.0) +
pow((double)(paosition[b.id].y-position[i].y), 2.0)) < (double)
COMM_RANGE)
invoke pktdrw[i] with pktin{b.id,b.info};
}

In order to simuate the pacet transmisson time through the
channd, the transmitter shauld advance the simulation dock by the
time needed to sendthe bits out the radio. This can be done using
the Maisie hold statement.

hold(TXTIME);

The transmit time (TXTIME) is determined by the RFM andis
based uponfactors sud asthe bandwidth, packet size, and physica
layer healers.

3.3.3 RFM

The RFM module is a locd model which is responsible for the
data link and physical layer modeling inside the node layer of the
radio frequency modem, and includes, but not limited to, the fol-
lowing componens:

« link level meda access control algorithm

* NIC interfacing overhead

e aqquisition delays

e raw bardwidth (data rate)
« modulation techniques (sprea spectrum dired sequence
or spread spectrum frequency hop)

Any time apacket is to be sent over the wireless channdl, the
media access control algorithm is regpongble for determining if or
when that packet can be trangmitted. A common media access con-
trol algorithm is the Carier Sense Multiple AccesgCoallision
Avoidance algorithm such as found in the IEEE 802.11 spedfica
tion. This will impose a delay and bandwidth overhead for every
packet sent. This algorithm can be modeled insde the simuation
environmentto not only test feadbili ty and performane but alsoto
see the implication on other agpeds of the node and network. The
analyst could also choose not to model the CSMA/CA algorithm
itself but simply provide a metric in the RFM as the setup time
before a packet can be transmitted and include this as part of the
signal acquisition time (pre-ambe).

Othe link level control algorithms such as CRC cheding, pre-
amble, bit stuffing, etc. can be modeled at various levels of detail s.
The model can include the detail s of the bits being transmitted or
model this overheal by holding the RFM from being able to trans-
mit for the period of timeit would take to do such link level control
processing.

The raw bandwidth aff ects how long it takesfor a padket or bits
in the padket to propagate to the next node dependent on certain
parameters of the rado being usel. Given the padket size, we can
use the data rate to model how longit will take for the packet to be
transmitted through thewirelesschannel

For the UCLA rado desaibed, the RFM parameters include
50msfor acquisition (pre-ambe) of each packet, 10msfor tail pro-
cesdng (post-ambe) on each padket, and a raw channelrate of 32
Kbps. The adud transmisson time through the air can be deter-
minedin conjunction with the chaanel model since thetransmisson
time (TXTIME) can ke calculated as foll ows:

PktSizees 8

TXTIME = AcqTime + DataRaie

+ Tail Time (0]

The modulation technique used, whether it be DSSS or Fre-
queny Hop Spread Spectrum (FHSS), bah effed the simuation
environment In a DSSS modem, the amount of spreadng (chips/
bit) of the original signal, or in a FHSS modem, the numter of fre-
queny bands which overlap, and thus the numkber of available
(CDMA) codes affed the usefulness and reliahlity of the wireless
channel(CHM) andsimulation asawhale.

The most critica part of the simulation environment which inte-
grates the vari ouscomponents andcan have a significantimpact on
the simulation as awhole is the operati ng system.

3.3.4 OSM

The Operating System Model has three primary components:
e kernel model

 application interface model

e network interface model



Thekemel mode providesthe basic functionality needed to sim-
ulate a multi-tasking OS kernel. It models a (dynamic) set of inter-
ading processs, where each process is simulated by a Maisie
entity andthe inter-process communication and synchronization is
simulated by appropriate message communication among the corre-
sponding entities. Henceforth, we use the term “ kernel entity” to
mean aMaisie entity that is ssmulating a NOS kemel process

The KA9Q kemel usesinterrupts to interface with many of its
drivers; hencethe kemel entity used in the simulation environment
models also supports interrupts. The entity may (dynamically)
specify the sé of enebled interrupts. A common saurce o interrupts
in the kemel is the arrival of a padket for the corresponding entity.
We present a short Maisie fragmentto ill ustrate the handling of an
interrupt cdled “pktin” by a kemel entity called “ wproc”. The
wait statement on the following fragment models an interruptible
adivity. The time pecified in thewait statement isinitially setto tg

which modelsits exeaution timein the absence of any interrupts. If
aninterrupt (pktin) is received during this interval, the entity sus-
pends normal operation, executes a pre-spedfied routine to handle
the interrupt, and susgendsitsdf for tj time units, where tj models

thetimetaken to executetheinterrupt handling routinein the phys-
ical kernel. Note that this model assumes interrupts cannot be
nested, because a hold statement is used to simulate service of the
interrupt. It is possible toinstead use an nterruptible wait statement
to model neged interrupts. After exeauting the hold statement, the
entity again exeautes thewait statement with an updated wait-time
to complete the simulation d the original adivity. For simplicity all
time units are expressed as integers in this fragment. The function
clock() returnsthe current value of the simulation clock.

entity wproc{id,pktdrvripalgptrtc,ti}
intid; /# My Node ID */
ename pktdrwr; /* Pointer to Packe Driver Interface*/
ename ipalgptr; /* Painter to IP Protocol Processng Routine*/
int tc; /* Initial Exeaution Time*/
int ti; /* Interupgt Hardling Routine Time*/
{
message pktin{in t pkttype; int len; int id; int info;} pk;
int newlen, remtime, endtinme;

for (;;)
{ endtime=clock ()+tc;
remtine=tc;
for(;;)
wait remime until
{ mtype(pktin)
{ pkt=msg.jixtin;

if (pkt.pkttyg==clust_ty®)
clust_ga_pk(id,neigtbor,|_am_ch, pkt.d,pkt.info)

elseif (pkt.pkttype==ip_type)
ip_ga_pk(id,newten,pk.id,pkt.info, pktdrvripalgptr);

remime=endtine-clock();
hold(ty);

}

or mtype(timeou) break;

}
}

The application interface model interacts with the SOURCEM
model to both accept a message for delivery to another node and
also to deliver anincoming message. In either case, the kernel pro-
vides the interface needed by the application to the nework and
simulatesthe ftware delays that are typically suffered by the mes-
sage asit passes thraugh the lemel of an operationd OS This dday
can be simulated either by doing a detailed (and hence time-con-
suming) simulation of the various kernel modules or approximated
by simply delaying the message by a randomly distributed value,
where the distribution is chosen to reflect the aggregated behavior
of various kernel modules.

Similary, the network interface model will determine the trans-
misson mode of the message (e.g., datagram a bit stream) andpro-
vide the mesage to the NAM in an appropriate format from the
network interface. A driver such asthe packet interface driver is
typicaly usal as the NIC interface. Note that the kernel delays can
be simulated either in the application or the network interface
model (or both), dependng on the analyst andthe appli cation being
simulated. The applications are representel in the system as the
source model.

3.3.5 SOURCEM

The SOURCE models are composed of, but not limited to, the
following components:

e source & dedination streams

 application control

¢ end-to-end transpat mechanisms

One ofthe primary usesof the mobil e wireless network nodes are
to exchange daa, voice, or video. The inputor source of the data,
voice, or video usudly comesfrom either the hard disk, memaory,
keyboard, microphone, or camera. Theoutput or destinaion usually
goesto either thehard disk, memory, screen, or speaker. Dependng
upon the analyst’s ned, it is typicaly not required that the adual
data, voice, or video images be sent from one source streamto the
destination but rather modeled based upon certain characteristics.
The charaderistics modeled for the hard drive andmemory include
read andwrite accesstime, modes of the voice streamsinclude the
rate and slence chaacteristics, and madels o the video stream usi-
aly include the framesize, framerate, and other control informa-
tion sud as frame delimiters.

The applicdion control component is responsible for controlling
the source anddedinaion streamsin conjunction with the transyort
protocols. The gplication affectsthe ewvironment sich & by deter-
mining if, when, and what data, video, or speech shauld be sent.
Typicd applicaions useal in the mobile wireless system imple-
mented include the standard TCP/IP applications suc as FTP and
telnet along with custom multimedia appli cations such as a video
conferencing (VTALK) application.

In order to deliver the streams of data, video, and speech an end-
to-end transport mechanism is used Thes protocols typically
include TCPand UDPfor dataand usually virtua circuits for multi-
mediain order to provide bandwidth all ocation. Typical functional-
ity of the transprt protocols include providing flow control, error
detecion and possible retransmission of logt or corrupted data, and



adknowl edgmentof data received Asan examgde, we can seein the
following Maisie fragment the functionality of TCP and FTP used
in afile transfer to send data, chedk for adknowledgments of sent
data, andretransmit |ost padkets upon atime-out.

for (i=MSSi<FILE_SZE-MSSi=i+MS3

{
wait RTO until /4 RTO = Round-trip TimeOut */
{

mtype(adk); /* Padket Received */

or mtype(timeout) /* Pkt or ACK Lost */

i=i-MSS /* Resend last padket */
}
[* Generateftp packet */
sendpadket(pktdrvr, ftp_type, id, O, i, MSS;
[* Type, From, To, Info, Len*/
num_kts_ou[id]++;
}

In order to model the source and destinati on streams, appli cati on
control, and transport mechanism, traffic generators are usel to
generate the data streams corresponding to the voice, video, o data
traffic expected to be generated by the diff erent types of applica-

tions Table 2 lists a set of examge applications. For each appli ca-

Pkt. Traffic
Appl. | Trans. Size Burstyness Goal
FTP TCP Large Low Max.
Throughput
telnet TCP Small High Min.
Delay
vtalk: TCP Small High Min
data Delay
& UDP Large Low Max
video Throughput
video V.C. Large Low Max.
throughput
speech V.C. Small High Delay &
Throughput

Table 2. SOURCEM Characteristics

tion, the transport protocol that is commonly used, typica packet
size, traffic type, axd metric to be optimized is listed.

3.3.6 NAM

The nawork algorithm malel components ae the focus far those
developing wireless and mobile networking algorithms. We break
the Network AlgorithmsModels into the foll owing layers:

e network layer

e sub-network layer

e datalink layer

The network layer components include theinternetworking func-
tiondity. The Internet Protocol is commonly used either in its
entirety or just a mode of IP to provide functions such asdoman

addressing, routing, segmentation, andreassembly. Othe protocols
modeled in this layer include the ICMP for control messages and

Mobile IP [12] for mohility tracking and support of roaming
through the intemet

The wirelesssumet wheherit beabase gation and its clients or
awirelessmultihop cluster are found in the sub-network layer. The
subnawork layer models are used to model the topology creation
(instant infrastructure), reconfigurability, adaptive channé assign-
ment (CDMA), andwirelessmultihop routing.

As an example of a NAM, below is a Maisie fragmentfor the

clugterhea eledion algorithm found in [10]. The badc ideaof the
algorithm is that between any two nodes that can communicate, the
node with the lowest ID should become the clusterheal with the
redriction that two clustrheals can not communicate diredly;
however, they can communicate via a gateway by multi-hopping
between thetwo clusters.

entity clust_poc{id,pktdrvr,neigtborl_am_ch}
intid;

ename pktdvr; # From OSM*/

int*neigtbor;

int*I_am_d;

for (;;)
{
hold(RESET TIMEOUT);

/* Reset neighbor andclusterhead tables*/
for (i=1; i<=N; i++)
{

neighbor[i]=-1;

|_am_ch[i]=0;

}

/* Send “I'm here” msg to al neighbors */
invoke pktdrw with broadcag{id, 0} ;

[* Wait to hear responses from neighbors*/
hold(RESFONSE_TIME);

/* Runthe Clugterheadelection alg. */
I_am_d[id] = 1;
for(i=Li<id;i++)
if (I_am_ch[i]==D)& & (neighbor[i]==1))
{ 1_am_ch[id] = O; break;}

[* Broadeag Clustering Padet Update*/

[*1_am_ch (1) = Not CH; |_am ch(2) = CH*/

invoke pktdrw with
broaccad{id,|_am_ch[id]+1};

The clust_proc Maisie fragmentfirst initializes the neighbor sta-
tus upon a reset timeout. Then each node broadcass a message
using the invoke statement in order to determine connectivity and
find outwho ther neighbors are. The hold statement is uedto walt
for repponses from other nodes Starting with the loweg ID, the
algorithm iteratively determines who can be clusterheas. Finally,
the neighbars are told whether or not each node thinks it is a clus-
terhead.



Thedata link layer models are used to provide mobility and link

level control sudh aspower control [7] (utilizing various pwer lev-
els available on the radio and adapting the SIR measurement)

meda access control viaa TDMA based time frame[10], error con-
trol such as the spreadng factor which the radio transmits on, the
CRC functions andpossibly even the Reed-Solomon forward error
correction, and ladly the logical link control suchas providing a
hop by hop based adknowledgment scheme such as desaibed in

[16]. These models canberefined or simplifi ed as desred.

4. Example Study

In this section, we provide results and compari sons from experi-
menttion and simulation of a point to point file transfer over a
wireless network to determine where the bottlenedks lie in the node
performance Ou examge study usesthe FTP goplication, which is
built upon TCR to determine file trander throughput. The TCP
paramders were custmized to maximize the possible effi ciengy
and surface node performance limitations. Admittedly thee are
very elementay modesfor the geneal purpose simulation environ-
mentthat hasbeen described, but it allows usto ill ustrate the inter-
adion of the variousmodes in thesimulation environment.

In order to validate the network algorithms being developed for
mobile wireless systems, a prototyping test-bend is se up to teg
the instant infrastructure networking capahilities of the Wireless
Adaptive Mobhil e Information System (WAMIS) research project at

UCLA [14]. Thes nodes are also used as a test-bench for experi-
menttion and validati on of multimedia coding algorithms and pro-
toty pe wireless communication hadware.

To validate the simulation models, acdua measurements were
done using 2 486based laptops hooked up with the UCLA
designed rados running WAMI SNOS to provide apoint to point
wireless link. WAMISNOS is built upon KA9Q NOS, which
includes the complete TCP/IP protocol suite. WAMISNOS pro-
vides several cugom protocols and algorithms for adaptive instant
infragructure wireless networking, cusbmizabl e parameters for the
various algorithms and performane hooks and measurement tools
for andysis.

4.1 Simulation Models

We hawe developed several simple modules in this simulation
environment to model the functiondity and performane of thevar-
ious componens including the network operating system (OSM),
FTP gplication and TCPtrangort protocol (SOURCEM), network
algorithm header effed and Maximum Transmisson Unit (MTU)
limitations (NAM), two wireless radio modems (RFM), and the
reli abili ty of the wireless channé (CHM).

411 OSM

In order to model theperformance of the WAMI' S Nework Oper-
ating System (WAMI SNOS) running on the 486laptop, experimen-
tation was done to find out the average processng time for
incoming and outgoing packets. In Section 4.34 we will examine
how the measurements were done in more detail and their effect.
We found that the average time for the transnitter to transnit the

next packets once it received the ACK was around 8ms, whereas
the responsetime from when a padket arrived into WAMI SNOS on
the receiver side urtil an ACK could be generated averaged around
37ms. Since the source had to receive the ACK and transmit the
packet, in order to edimate theinputprocessing ime of a packet for
the OSM, we found the average processing time to be 23ms
((37+8/2).

For every packet received we would enforce aMaisie hold of
23msfor WAMI SNOS processing and similarly we would hold for
23msfor every packet sent out through WAMISNOS.

4.1.2 SOURCEM & NAM

The modeling of the file transfer application and TCP protocol
are done in the SOURCEM module as we saw in Section 3.3.5 and
the vari ous parameters are shavn in Table 3.

Palameers in TCP which are customizabe or tunabie include:
the badkoff algorithm (exponental or linea), initial roundtrip time
(IRTT), maximum segment size (MSS), and the window size
(WINDOW). The backoff algorithm is designed to provide conges-
tion control throughout the network. The most fair algorithm used
is an exponential backoff algorithm. However, since congestion
would not occur in a point to point file trander (only 1 link) this
backoff algorithm was replaced with a linea backoff algorithm.
The round trip time is used for determining what the time-out
should be for retransmitting lost packets. This round trip time is
based upon an adaptive algorithm which is congantly measuring
and adapting to the currentround trip time. A stability parameter is
spedfied which weights the current round trip time with the aver-
age round trip time. Since TCP is responsible for padketizing the
data bit stream, the maximum segment size specifi es the maximum
packet (segment) size which TCP can generate. IP uses a MTU
which spedfies the largest packet thatcan be sent over a particular
network or link. If the segment size is larger thenthe packet size
then IP doessegmentdion andreassenbly of the packet. So, we set
the MSS to be 40 bytesless (to compenste for healers) thenthe
MTU. Finally, thewindow size specifi eshow much data can beout-
standing before an a&nowl edgmentis required. The kenefit of hav-
ing a large window is to handle the case when the latency of the
path is significant compared to the tandwidth. That is, if you can fit
more than 1 packet on the path at a time, then it is usdul to hawe a
window so the bit pipe can be filled. For our wireless radios, the
latengy is insignificant compared to the bandwidth so the window
should be setto equalthe MSS

Description Value
SOURCEM TCP Bakoff Linear
Algorithm
SOURCEM Hle Size 175560Bytes
SOURCEM MSS 3960Bytes
NAM MTU 4000Bytes
NAM Header Size 71Bytes

Table 3: SOURCEM & NAM Parameters



The effects of cusbmization on the performance is signifi cant.
With standard parameers used on most TCP/IP implementdi ons,
the overhead with UCLA's Ralio approaches9% (dependng upon
link errors, badk-off algorithm, etc.) Given that cusbmization can
be achieved through better integration of the protocols and link
level implementation. This paper attempts to identify the remaining
bottleneds.

4.1.3 RFM

The UCLA Direct Sequene Spread Spectrum Modem/Rado
used in experimenttion andsimulati on operates at a fixed chip rate
of 1.032Mchips/sec. With a spreading fador of 32chipghit, it is
able to achieve a data rate of 32.258Kbits/sec. A packet interface
card is used to conred the rado with the computer and a packet
driver is used to connect the padketinterface card with the WAMI S
Network Operating System. The various rates and cugomized

paraméers for this experimentare showvn in table 4.

Description Value

Raw Channd Rate 32258 Kbits/sec

Maximum Trans Unit 4000 Bytes
Acquisition Time 200ms
Tail Time 10ms
Meda Access Control CSMA

CHM Padket LossRae .15

Table4: UCLA Radio & WAMISNOS Parameters

Based upon the radio experiments with indoor channelmodels,
we foundthe average packet loss to bearound 0.15. A packetis lost
any timethe CRC checksum fail s, the radio fail s to acquire the sig-
nal intime, or there is data corruption such asfrom interferenae or
backgroundnoise

4.2 Validation

Table 5 compares the performanc of the FTP application aspre-
dicted by the simulation mode with acduad measurements We find

Sim. Exper.
Data Bytes 1751560 1751560
Padets In 444 589
Packets Out 443 569
Time (ms) 823@3 942710

Table 5: Smulation & Experimentation Comparison

the simulation results come close to those found in experimenta-
tion. The majority of the differencelies in the accuracy of the TCP
modd. A fixed RTO (Retransmisson Timeaut) wasused for every
packet that was lost whereas in the experiment, TCP determines

this parameter dynamically. We also found that through experi men-
tation the packets were not always filled as was the case in the sm-
ulation. This can probably be attributed to the stream processng
functionsin WAMISNOS which could be modeled in the simula-
tion environment aspart of the SOURCEM

4.3 Performance Breakdown Analysis

Table 6 presents a breakdown of the vari ous sources of overheal
in the FTP application as determined by experimental measure-
ments. We first examine the sourcesfor each component and subse-
quently compare the experimenta reaults with the simuation
reaults.

Description %
1. Use Data Transmisson (Effi ciengy) 46.0
2. Acquisition Time 24.6
3. Time-outs (Packet Losg 19.8
4. CPU Preessing (Rx + Tx) 2.8
5. TCRIPMWAMI S Healers 2.2
6. Tail Time 1.2
7. Misc. (H/W Proc, CRCChedking, Bit Stuffing...) 3.4

Table 6: Performance Breakdown

4.3.1 SOURCEM Efficiency

When using the UCLA Rado for the file transfer of the
1.7Megabytefile it took 94271 seconds (as reported by theapplica
tion), with an averall throughput of 1,858Bytes/Sec. or 14,864bits/
sec. This meansthat the effi ciency of the file trander was about
46%. We usethe foll owing cdculation to determinethe efficiency:

FileSize Bits
ChanrelRate ~ Byte
Total Time

= Efficiency 2

We seethat the largest percentage of our breakdown is the user
data (efficiency) which is 46%. At first this seems very good that
the user is able to achieve 46% utili zation of the link bandwidth,
however the link bandwidth is only 32Kbits/sec sothe user is able
to achieve 14.7Kbps. If we were able to incresse the chanrel rate,
even at the cost of decreasing thelink efficiency, we could achieve
a better user throughput. This meansthat the largest bottleneck in
getting better performanc is the limitation in the transmisgon rate
(raw channelrate) of theradio (32Kbits/sec.).

4.3.2 RFM Acquisition Time

The second mgor bottlenedk is the acquisition (25%). Eachtime
a packet is transmitted theradio hasto go through an acquisition of
the channé which is done by adding on 200msworth of preamble
data to the begnning of each packet. It is possible to shaten this
preamble timebut theerror rates and thus réransmisgon of the data
increase dramatically causing overall poorer performance Besides
modifying the required time to aaquire the channd, this overheal
can be reduced by decreasing the number of packets transnitted.



The larger the packet size, the lower the number of padets, and
thus the less overheal for aaguiring all the packets. One of the
major factors enforcing the padket size is the bandwidth-delay
trade-off. By increasing the packet size, we can reduce overhead
and increase bandwidth but at the cost of delays (and having to
retransmit more data). To keep the delays and memory require-
ment for storing packets to a minimum, the packet size (MTU) is
constrained to 4K in the current UCLA Radio-WAMISNOS imple-
mengtion.

The overhead for acquisition was calculated using the foll owing:

AcqTime

ital NumPkts 0 Tx + Rx[O x Pk

TERETT = AcqOverHead (¢

WAMISNOS includes the ability to monitor and the number of
WAMI S Padets, | P Packets, and TCP segments sentandreceived
at each node. The numbers of TCP segments sent and received
make up the TotalNumPks since no segmentation was neessary in
IP (which would causegeneration of more packets), and there were
not any WAMI S control algorithmsrunning which would generate
additional packets to the radio. There were 569 data padkets sent
and 589 acknowledgment packets sent. Each packet had a 200ms
header and the total time for thefil e transfer was 942.7 1seconds or
24.6%.

Tail timeis similar to acquisition time; it is the amount of post-
amHde usel on each packet. This is required to ensure that the
packet is completely sent out before the carrier signal is dropped
Experimentdi on shows that 10msis an adequate tail time. The tail
time overhead can be calculated similar to the acquisition time and
is foundto be 0.0120f the total raw bandwidth.

4.3.3 SOURCEM Time-outs& CHM Packet L oss

Note that 19.8% d the throughput is lost due to time-outs. Time-
outs occur when a padket is lost (the receiver fail s to lock onto the
packet or oneor more bit errors occur causingthe CRCchedk to fail
andthe padket to be discarded) and then the sende mustwait for
the time-out period to occur (failure to get an acknowledgment)
before the packet is retransmitted. The variable time-out period is
call edthe RTO and vari es based upon the measured roundtrip time
of data flowing acrossthe path and then aweighting is done for sta-
bili zation. The base RTO varies around 2200 milli seconds. When a
packet lossdoes occur, the linea backoff algorithm would increase
in thetime before the next padketis trangmitted. The time-out garts
increasng linearly as several packet losses occur in a row. If an
exponential backoff algorithm were used, the RTO would have
grow exponentialy at this point rather than linealy, making the
throughput dramaticaly worse.

Thefollowing caculation wasusel as an edimation of the time-
out overhead

NumPktsLost x RTO

ol T me O - TimeoutOverHead

During this teg, there were 85 packets that hadto be retransmit-
ted and the average base RTO was around 220msso we find Tim-
eoutOverHead to be 19.8%

4.3.4 OSM Processing

Not as signifi cant asthe first three overheads, CPU Processng
doesmake an impad on the performanceusng the UCLA Radio.

The Transnitter (Tx) is responsible for taking the bit stream and
forming the packets, and putting the header information on it. We
use ahook in the WAMI SNOS system which allows usto watch at
what time (in milli seoonds) whenan acknowledgment of a padket
comesin from the packet driver into WAMISNOS and urtil the
next packet is transnitted from WAMI SNOS to the packet driver.
We found thatthe average timeis 8ms If we mutiply the numker
of packets sent (569) by the amount of processing time (8ms) per
packets, we find the transmitter CPU processing overhead to be
4.5x200nds or 0.5% of thetotal overheal.,

The receiver (Rx) has to check andremove all the header infor-
mation from the packet and verify that the data is correct (passng
the CRC ched) and create a response (acknowledgment) to the
sencer informing that the data was received correctly. It was mea-
sured using the trace fadlity built into WAMISNOS that the time
from when a pacet first arrives in WAMI SNOS from the padket
driver urtil the acknowledgmentgoesout WAMISNOS back to the
packet driver around 37ms Since the TCP/IP protocols and the
WAMIS Network Operating System are both competing for CPU
time, along with other appli cations, protocols, efc., this number can
have ahigh variance so much thatit would impact the peformance
of any time critica algorithmswhich needed to run at a particular
time, suchas TDMA. Since 589 padkets were received and each
had to be processed (37mg/pkt) the total overhead impased by the
receiver CPU processing was 21.8sec or 2.3% of the overall band-
width.

The total CPU Procesdng time is the sender’s overhead (0.5%)
plusthereceiver's overheal (2.3%) which totals 2.8%, asis found

in Table 6.

4.3.5 NAM Headers

The application, FTP, uses TCP as its reliable connection ori-
ented trangort protocol. The TCP protocol packetizes the bit
stream into segmentsand encapsulates it with a TCPcontrol header.
This TCP header is usually around 20 bytes. The TCP header con-
tains information such as the source and destination port (applica-
tion), the sequene and acknowledgment number, a 16 bit
chedksum, and some miscellaneaus flags. TCP sends the segment
down to the IP protocol which encgpsulates the segment into a



packet and puts on its own healer of approximately 20 bytes The
IP header contains information such as the total length of the
packet, a 16-bit chedsum, an identification fi eld, and source and
destination IP addresses From here, |P sends the packet down to
the WAMI S algorithms which puts on an additional 31 byte header
which contansinformati on such asthe sairce and dedinaton hard-
ware node address code and power control informaton, SIR con-
trol information, etc. Thetotal TCP/IP/WAMI S healers are usudly
around 71 bytes

There were 569 data packets sent and 589 adknowledgment
packets sent and & 71 bytes per packet, the total time used up (over-
head) in transmitting header information was about 20.4 seconds
(2.2%).

4.3.6 Miscellaneous

There are a numbe of other miscellaneous factors which add to
the total overheal (3.4%). It was not possible using the current
andysis and software tools to determine the exact processing time
by the software below the WAMIS Network Opeating System.
This includes the time for the packet driver to adivate, calculation
of a CRC check for the packet, andCarrier SenseMultiple Access
The padket has a start of padket (STX) and end of padket (ETX)
marker so the receiver will know the exact begnning and endng of
the packet. Bit stuffingis usedto ensute that noneof the data inside
the packet would look like one of these delimiters. Then the data
has to be sent out of the packet interface card to the modem and
from there the processing can take placeto send it out to the trans-
mitter. The opposite processhas to take place on the receiving end.

This overhead was not measured but is theremaining o the over-
heads which hal not been compensaed for in the analysis above.

4.3.7 Performance Breakdown Validation

We found that through cugomization of TCP parameters, we
were able to achieve a link efficiency of 46% (14.8Kbps) using

UCLA's Radio with WAMISNOS. As shown in Table 7, the three

% of Raw % of Raw

Channd Rae ChannelRae

Description (Experiments) (Simulation)
1. Data Bandwidth 46.0 52.7
2. Acquisition Time 246 210
3. Packet Loss 198 170

& Time-outs

4. CPU Ppocessng 28 20
5. Protocol Headers 22 18
6. Tail Time 12 10
8. Other 3.4 44

Table 7: Performance Comparison & Validation

largest bottlenedks in this system are 1) the raw channelrate, 2)

aqquisition ddays, and3) time-outs in TCP caisel by bit errors and
packet losses in the link. The magnitude and order of the perfor-
mance bottlenecks are the same in simulation as found through
experimentation with theUCLA rado andtes-bench

In order to evaluate the performancebattleneds using adiff erent
wireless communication hardware anddriver, we usel a commer-
cial radio on our teg-bench to see where the bottleneds lie on a
higher speed wireless rado using different link level networking
protocols.

4.4 Extending the Example Study

In this section, we examine the performance breakdown of a
higher speed wireless radio by repeding the experiment using a
Proxim RangLAN2 wirelessradio. This experiment is ale to vali-
date the performane bottlenedks which we examine under vari ous
parameter spacesto determinethetrade-off point betweenthe vari-
ous bottleneds.

We repeated the experiment using the Proxim RangeLAN2/

PCMCIA Wireless LAN Adapter [18]. This rado uses Frequency
Hop Spread Spectrum, operates at a raw channelrate of 1.6 Mbps,
and uses the Ran@eLAN2 CSMA/CA meda aacess protocol. By
using the packet driver for this radio, we were able to utilize this
rado as part of the tes-bend in place of the UCLA radio [Figure

2].

The similar se& of statistics were tracked for the Proxim radio as
was usal in the UCLA radio performance breakdown. The break-
down analsis and comparison between the UCLA radio and

Proxim radio are shown in Table 8.

UCLA Proxim
Radio Radio
Description (32Kbps) | (1.6Mbps)

1. Data Bandwvidth 460 101
2. Acquisition & Tail Time 258 00
3. Paket Loss& Time-outs 198 0.0
4. CPU Preessing 28 639
5. Pratocol Headers 22 10
6. Miscellaneaus 34 249
(H/W Proc.,Media Access.etc.)
7. Total 100 100

Table 8: Experimental Comparison (UCLA vs. Proxim)
[Percentage of Raw Channel Rate]

We found that the performance bottleneds were significantly
diff erent between the UCLA and Proxim radios. The data band-
width seen by the appli cation deaeased from 46%o0f theraw chan-
nd rateto 10.1%.Therefore, the Proxim radio, which is rated at 50
times faster (1.6Mbps) then the UCLA rado (32Kbps) in raw chan-



nel rate, is able to achieve only a 11 timesincrease (161.6Kbps) in
effedive (use) data bandwidth over the UCLA radio (14.7Kbps).

In order to examine how the efedive daa rate changesas afunc-
tion of the raw channd rate, we are able to utilize the simulation
modes and simulation environment,described ealier. The results

are shown in Graph 1. We seea very close correlation between the

o 250
g 200
©
§ 9150 -
o 2100 A Simulation
% = 50 m Proxim Radio Experiment
% ® UCLA Radio Experiment

0

0 1,000 2,000 3,000 4,000 5,000

Raw Channel Rate (Kbps)

Graph 1: Effective Data Rae vs. Rav Channdl Rae

simulation results shown with thosefoundthrough experimentéion
with the UCLA and Proxim rados.

As the raw channel rate increases we find that the data band-
width bottlenedk decreases, asa percentage of the raw channel rate.

We see in Table 8 that there is a signifi cant increase in CPU Pro-
cessing overhead (from 28% to 63.9%) &en thoudh the exact same
laptops were used dueto the increased raw channd rate (32Kbps
vs. 1600Kbps). Now the CPU Preessing became thelarges bottle-
ned for the Praxim radio.

In order to evaluate the CPU Overheal versusData Bandwvidth
for alarger parameter space of various raw channrel rates, we used

the simulation malels again to obtain Graph 2.
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Data Bandwidth
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Graph 2: Bottienedk vs. Channel Rae
(15% Padet Loss Rate)

We eehow the CPU Oerhead becomes adominant factor of the
raw channelrate around 700Kbps and thus the decline in the data
bandwidth effi ciengy when the CPU processing time is fixed at
around 23msper packet. In this graph, we seethatthe CPU Over-
heal attributes to approximatly 30 of the loss in bandwidth.
However, in Table8 we found through experimentation that the
CPU Processng overhead for the 1,60Kbps Proxim was 63.9%o0f
theraw chanrel rate. The difference between simulation and exper-

imenttion is that in the simuation models, we assumeTCP sees a
packet lossrate of 15%, andn our experiments, TCPsaw no m@adket
loss. We attribute this to a link level adknowledgment schane as
part of thelink level protocol used inside the Proxim RangeL AN2.

As technology advances the raw channé rate in which these
wirelessrados are able to operate, so will advance the processng
spedl of the laptops. To see the effect of the CPU Overhead and
Data Bandwidth as a function of CPU Process delays, we used
modified the simulation parameters in the models described eari er
to obtain the performance bottlenecks at various CPU processng

delays. The reaults are shown in Graph 3. Here we see trade-off

> 40%

g _ CPU Owerhead | 2006

% é T 20%

§ o Data Bandwicth 1 10%

8 0%
50 40 30 20 10 0

CPUProcessing Delays (milliseconds)

Graph 3: Bottiened vs. Pracessing Delay
between the CPU Overhead and Data Bandwidth efficiency of the
channelas CPU processng delays (per packet) decrease and the
channelrate remans fi xed at 1,000 Kbps. When the CPU process-
ing delays fall below 17ms per packet, the channelrate starts
becoming the larger bottlened.

5. Related Work

There are several diff erent network simulators currently on the
market. These simulators have primaiily been used for desgn and
performance evaluation of networking algorithms The problem
with these simulators is theladk of full flexibility for cugomization
such asmodeli ng the operati ng system kemel or system interfadng
foundin theimplemented system.

Many existing commercial network evaluaton tools suffer from
the foll owing limitations which are addressed in this simulation &
prototyping environment:

e Mosttoals arenot tail oredfor wirelessprotocols and
have awkward and inadequate interfacesfor specfying
wireless and mobility related paraneters.

¢ Models ganeraked by existingtools are oftenof little use
in generaing working implementations of the protocols.
For instance, the finite atemachinesusedto specify
the protocols in OPNET must be manually re-aoded to
design an operdiona prototype. This leads to unneces-
say duplication of reourcesand is dso error prone.

« Asyet, no common reference model existsfor most
mobile and wirelessparameterssuch asperformance
measurements.

« Existing prototyping tools do not provide away to
incorporae operaional protocols into the modeling
environment. Animportant componert of the simulation
environment is badkporting of existing softwareand



protocols into the simulation environmert for scaling
studiesand validation as well asfor testing inter-opera-
tion with novel protocols.

« Existing simulation tools are extremely slow. Models
with even arelatively small number of mobile devices
(e.g, personal communication systems) can take hours
of execution time on contemporary workstations. Scal -
ability studiesinvolving hundreds, and perhapsthou-
sards of thesedevices are practicaly impossble using
thesetools.

In addition to the related work with commercial products, vari-
ous research projeds at other universities are working on specific
simulation and implementati on environmentsfor mobile, wireless
and networking protocols. A simuation environment was devel-

oped specially for thex-kernel [11] which successfully analyzes the
performance of the new protocol based upon various simulation
model parameters. In order to support implementation, the
approach used in the x-kemel and Scout projeds at the University
of Arizonais to develop an operating system which cansupport the

implementation of networking protocals [1]. Of the related work,
few addressthe developmentof a simulation environment to model
the various components used in mobil e wireless network systems
and none of them suppart parallel simulation and a direct path
between implementation and simulation for vali dation and experi-
mengtion.

6. Concluson

This paper desaibed a software architecture for a simulation
environment for mobile wireless network systems. The environ-
mentprovidesclealy ddineaed modulesto model each of the pri-
mary components of the system: network operating system, traffi c
models, protocol models d the network, data, and physical link lev-
els, rado models, andmobility pattems. Each of these models can
be as simplistic or detailed as dedred. The environment has been
used to perform a number of studies: this paper described only one
simple study that used the NOS, rad o, and channelmodels to eval-
uate a point-to-point file transfer protocol over a wireless network.
The test-bench not only provides a path for implementation from
the simulation environment, but also validates the simulation
results. The testbench and simulation environment are flexible
enaugh tobe used for various agpeds of simulating mobil e wireless
network system components and ther integration. The time to
achieve andysis reallts have been spnificant reduced by being ade
to write malels which transparently runin aparallel simulation lan-
guage and supports refinementof the models as desired.

The experimentsreported in this study usel only the sequential
Maisie implementations. Parallel Maisie implementaions have
yielded significant performance improvements for a numker of

example studieg[4]. We intendto explore the viahili ty of the parallel
implementation inimproving the performanceof simulation models
for wireless networks suchas those described in this paper. We are
also extending this simulation environment and tes-bench to sup-

port nomalic computing issues [15] and various trangarent
nomadic networking protocols.
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